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Implicit equation for the bath

  

Goal: unify both pictures

… in the simplest way

Capture Mott physics
DMFT: local physics

Capture long-ranged 
bosonic fluctuations
Spin fluctuation theory

with a control parameter
cluster size

…
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Goal: unify both pictures

… in the simplest way

Capture Mott physics
DMFT: local physics

Capture long-ranged 
bosonic fluctuations
Spin fluctuation theory

with a control parameter
cluster size

…

Control, short range correlation

• Self-consistency in large  
unit cell (Cu + 2 O)  
Σab(ω) a 3x3 matrix

• Impurity model on Cu, 1 band : Σimp(ω) 1x1 matrix

• Multiband/realistic systems
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A

• DFT + DMFT 

• Interface with electronic structure codes 
(project on Wannier functions, etc).

• Cluster DMFT

• Beyond cluster DMFT

Self-consistency on vertex
Dual fermions/bosons, Trilex, DΓA
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Artificial charge-modulation
in atomic-scale perovskite
titanate superlattices
A. Ohtomo, D. A. Muller, J. L. Grazul & H. Y. Hwang

Bell Laboratories, Lucent Technologies, Murray Hill, New Jersey 07974, USA
.............................................................................................................................................................................

The nature and length scales of charge screening in complex
oxides are fundamental to a wide range of systems, spanning
ceramic voltage-dependent resistors (varistors), oxide tunnel
junctions and charge ordering in mixed-valence compounds1–6.
There are wide variations in the degree of charge disproportio-
nation, length scale, and orientation in the mixed-valence com-
pounds: these have been the subject of intense theoretical study7–
11, but little is known about the microscopic electronic structure.
Here we have fabricated an idealized structure to examine these
issues by growing atomically abrupt layers of LaTi31O3

embedded in SrTi41O3. Using an atomic-scale electron beam,
we have observed the spatial distribution of the extra electron on
the titanium sites. This distribution results in metallic conduc-
tivity, even though the superlattice structure is based on two
insulators. Despite the chemical abruptness of the interfaces, we
find that a minimum thickness of five LaTiO3 layers is required
for the centre titanium site to recover bulk-like electronic proper-
ties. This represents a framework within which the short-length-
scale electronic response can be probed and incorporated in thin-
film oxide heterostructures.
In perovskites, charge ordering results in modulations of the

electron density in the form of planes and slabs, whereas in lower-
dimensional perovskite-derived systems, charge ordering leads to
stripes, or one-dimensional charge modulations. Approximations
to the first case can be realized in thin-film superlattices inwhich the
formal valence of the transition-metal ion is varied. Superlattices of
SrTiO3 and LaTiO3 are addressed here, where the titaniumvalence is
varied from 4þ to 3þ. SrTiO3 is a band insulator with an empty d
band, whereas LaTiO3 has one d electron per site, and strong
Coulomb repulsion results in a Mott–Hubbard insulator12. Super-
lattices of these two perovskites capture many of the important
aspects of naturally occurring charge-ordered systems, namely
mixed-valence configurations near half-filling. The lattice constants
are relatively well matched (for SrTiO3, ao ¼ 3.91 Å; LaTiO3,
pseudocubic ao ¼ 3.97 Å), and the continuity of the TiO6 octa-
hedral lattice across the superlattice minimizes the perturbation of
the electronic states near the chemical potential13,14. The principal
growth issue reduces to the control of the titanium oxidation state,
which we have recently addressed for bulk-like film growth15.
We grew SrTiO3/LaTiO3 superlattice films in an ultrahigh-

vacuum chamber (Pascal) by pulsed laser deposition, using a
single-crystal SrTiO3 target and a polycrystalline La2Ti2O7 target.
Extreme care was taken to start with atomically flat, TiO2-
terminated SrTiO3 substrates, which exhibited terraces several
hundred nanometres wide, separated by 3.91-Å unit cell steps as
observed by atomic force microscopy16. A KrF excimer laser with a
repetition rate of 4Hz was used for ablation, with a laser fluence at
the target surface of,3 J cm22. The films were grown at 750 8Cwith
an oxygen partial pressure of 1025 torr, which represented the best
compromise for stabilizing both valence states of titanium. Oscil-
lations in the unit-cell reflection high-energy electron diffraction
intensity were observed throughout the growth, and were used to
calibrate the number of layers grown. After growth, the films were
annealed in flowing oxygen at 400 8C for 2–10 hours to fill residual
oxygen vacancies.

Figure 1 shows the annular dark field (ADF) image of a super-
lattice sample obtained by scanning transmission electron
microscopy (JEOL 2010F) of a 30-nm-thick cross-section along a
substrate [100] zone axis. In this imaging mode, the intensity of
scattering scales with the atomic number Z as Z1.7, so the brightest
features are columns of La ions, the next brightest features are
columns of Sr ions, and the Ti ions are weakly visible in between17–19.
The quality of the interfaces does not degrade with continued
deposition, and the atomic step and terrace structure of the growing
surface is maintained for hundreds of nanometres. The magnified
view at the top of Fig. 1 shows a higher-resolution image, which
visibly demonstrates the ability to grow a single layer of La ions.
Because the layer is viewed in projection, roughness along the
beam—particularly on length scales thinner than the sample—
leads to apparent broadening. Thus these results represent an
upper limit to the actual width of the layers.

With the same imaging conditions used to obtain Fig. 1, we
analysed the energy of the transmitted electron beam and per-
formed core level spectroscopy, atom column by atom column20–22.
This approach is able to probe internal structures directly, unlike
surface-sensitive methods. Specifically, the titanium L2,3, oxygen K,
and lanthanumM4,5 edges can be simultaneously recorded, with an
energy resolution of,0.9 eV and a spatial resolution slightly worse
than the ADF resolution of,1.9 Å, primarily owing to drift during
the slower acquisition of the spectra. We obtained a scan through
the Ti sites crossing a 2-unit-cell layer of LaTiO3 (top centre panel of
Fig. 2). By substituting La for Sr, there is locally an extra electron
that resides mainly on the Ti d orbitals23. To visualize this effect, the
Ti L2,3 near-edge structure can be decomposed into a linear
combination of Ti3þ and Ti4þ, with no residual detectable above
the experimental noise level (bottom panel of Fig. 2).

This decomposition, which would fail both conceptually and
experimentally for more covalent materials, allows a particularly

Figure 1 Annular dark field (ADF) image of LaTiO3 layers (bright) of varying thickness

spaced by SrTiO3 layers. The view is down the [100] zone axis of the SrTiO3 substrate,

which is on the right. After depositing initial calibration layers, the growth sequence is

5 £ n (that is, 5 layers of SrTiO3 and n layers of LaTiO3), 20 £ n, n £ n, and finally a

LaTiO3 capping layer. The numbers in the image indicate the number of LaTiO3 unit cells

in each layer. Field of view, 400 nm. Top, a magnified view of the 5 £ 1 series. The raw

images have been convolved with a 0.05-nm-wide gaussian to reduce noise.

letters to nature
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SrTiO3/LaTiO3  
Ohtomo et al, Nature 2002

DMFT, a family of approximations

• Correlated interfaces.  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Alloy

• Disordered systems  • Non equilibrium

• Two impurity models 

• One impurity per layer
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Towards more realism



Multi-orbital DMFT 7

• G, Σ, bath become matrices in the orbital space

• Multiorbital model
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Difference with 1 orbital case
• Fully symmetric model with N orbitals, density-density interaction.

• Similar to N=1.

• But materials are lot richer.

• Hint is not just density-density.

• New physical phenomena,  
with e.g. Hund’s coupling,  
crystal field splitting.

• e.g. Hund’s metal : another route to correlation …

8

Uc1 ⇠
p
N Uc2 ⇠ N

ance of the insulating solution at Uc1, the behavior of
the gap at this point, and the value of Uc1 have not yet
been fully settled.

In summary, the existence of two classes of solutions
of the paramagnetic LISA equations at zero tempera-
ture can be established analytically. Metallic solutions
are characterized by a nonzero density of states r(0)
=D(0) [=2/(pD) for the Bethe lattice], while insulating
solutions have r(0)=0, for both the impurity and the ef-
fective conduction bath at zero frequency. The density of
states at zero energy is an order parameter for this prob-

lem, and can be shown to be self-consistently nonzero
for small U/D and zero for large U/D .

D. Phase diagram and thermodynamics

1. Paramagnetic phases

The qualitative distinction between a metal and an
insulator is precise at zero temperature. At finite but
small temperatures a sharp distinction between a metal-
lic and an insulating solution can still be made in the
present problem, since a region of the (U ,T) parameter
space defined by Uc1(T),U,Uc2(T) is found where
two paramagnetic solutions are allowed within the
LISA, as shown on Fig. 33 (Georges and Krauth, 1993;
Rozenberg, Kotliar, and Zhang, 1994). This is evidenced
by the plot of the double occupancy ^n"n#& given in Fig.
34. One of these solutions is continuously connected to
the T=0 metallic solution, and its density of states dis-
plays a peaklike feature at the Fermi energy. The other
solution can be connected to the T=0 insulating solution,
and the Green’s function extrapolates to zero at zero
frequency. As the temperature is further increased, this
region of coexistent solutions disappears and we are left
with a rapid crossover from a metallic-like solution to an
insulating-like one. This is possible because at finite tem-
perature there is no qualitative distinction between a
metallic and an insulating state. The two lines Uc1(T)
and Uc2(T) defining the coexistence region merge at a
second-order critical point (Fig. 33). The actual metal-
insulator transition at finite temperature is first order,
and takes place at the coupling Uc(T) where the free
energy of the two solutions cross. Note that this is the
case even though no lattice deformations have been in-
cluded in the model. For early discussions of the occur-
rence of a first-order metal-insulator transition at finite
temperature in the Hubbard model, see the works of
Cyrot (1972); Castellani, DiCastro, Feinberg, and Ran-
ninger (1979); Spalek, Datta, and Honig, 1987); Spalek

FIG. 31. Real and imaginary parts of the self-energy S(v+i0+),
as obtained from the iterated perturbation theory approxima-
tion, for a value of U/D=4 in the insulating phase. The inset
contains the same quantities on a larger scale that shows the
1/v singularity in ReS.

FIG. 32. Paramagnetic gap (solid line) as a function of the
interaction U obtained from exact diagonalization. For com-
parison, the corresponding results from iterated perturbation
theory (dotted line) and the value of Uc1

H III 5 )D within the
Hubbard III approximation (diamond) are also shown.

FIG. 33. Phase diagram of the fully frustrated model at half-
filling. It is possible to move continuously from one phase to
the other since at high temperature the transition becomes a
crossover. Within the region delimited by the dashed lines, the
metallic and insulating solutions coexist. The full line is the
approximate location of the actual first-order transition line.
Both ends of this line [at the full square and at Uc2(T)=0] are
second-order points.

65A. Georges et al.: Dynamical mean-field theory of . . .

Rev. Mod. Phys., Vol. 68, No. 1, January 1996

Transition 
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Rare earth and actinides
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insulator transition depends on the number of orbitals.
Our findings on the critical couplings are in agree-

ment with early QMC results for the two-orbital model
(N = 4) [21], and with recent results for higher values of
N [22]. A widening of the coexistence window [Uc1, Uc2]
as N increases is clearly seen in these simulations. Also,
for fixed N , the critical coupling required to enter the
Mott state is largest [18] at the particle-hole symmetric
filling n = 1/2. The present work also puts the results
of Refs.[19, 20] in a new perspective: there, a

√
N scal-

ing of the critical coupling was proposed. We find that
this indeed applies to the coupling where the insulator
becomes unstable (Uc1), while the true T = 0 Mott tran-
sition (at which the quasiparticle residue vanishes) takes
place at Uc2 ∝ N . Indeed, in Ref.[19], the

√
N scal-

ing was rationalized on the basis of a stability argument
for the insulator. Finally, the rather high temperatures
considered in [20] explain why only the

√
N dependence

was reported there: distinguishing Uc2 from Uc1 requires
significantly lower temperatures [22].

The limit of large orbital degeneracy is relevant to the
physics of systems with partially filled d- or f- shells,
as well as to fullerenes. Direct numerical approaches
become prohibitively difficult as the number of orbital
increases (QMC methods scale as a power law of N ,
while exact diagonalizations [17] scale exponentially). It
is therefore important for future research to develop ap-
proximate but accurate impurity solvers which can han-
dle many orbitals. The controlled results that we estab-
lish in this paper can be used as tests of these approxi-
mation methods.

II. MULTI-ORBITAL HUBBARD MODEL

We consider a generalized Hubbard model involving N
species of electrons, with Hamiltonian:

H = −
∑

i,j

N∑

σ=1

tijd
†
iσdjσ +

U

2

∑

i

[
N∑

σ=1

(
d†iσdiσ − n

)]2

− µ̃
∑

i

N∑

σ=1

d†iσdiσ (1)

where i, j are sites indices, σ the orbital index, µ̃ is the
chemical potential and n the average density of particles
per species :

n =
1

N

∑

σ

⟨ d†iσdiσ⟩ (2)

Introducing n in the Hamiltonian is just a convention for
the chemical potential µ̃. In particular, it is convenient
at half-filling where the particle-hole symmetry implies
n = 1

2 and µ̃ = 0. For a single site (atom), the spectrum
consists of N+1 levels, with energies U

2 (Q−nN)2 depend-
ing only on the total charge on the orbital: Q = 0, · · · , N
and with degeneracies

(N
Q

)
.

The usual single-orbital Hubbard model corresponds to
N = 2 (σ =↑, ↓). The Hamiltonian considered here has
a full SU(N) symmetry which includes both spin and or-
bital degrees of freedom. Starting from a more realistic
model which assumes an interaction matrix Umm′ be-
tween opposite spins and Umm′ − Jmm′ between parallel
spins, it corresponds to the limit of isotropic Umm′ = U
and vanishing Hund’s coupling Jmm′ = 0.

When U is large enough, we expect a Mott insulating
state to exist at fillings n = Q/N , corresponding to an in-
teger occupancy of each site on average Q = 1, · · · , N−1.
In this paper, we investigate analytically the nature of
these Mott transitions within DMFT. We consider only
phases with no magnetic ordering and study the transi-
tion between a paramagnetic metal and a paramagnetic
Mott insulator. In Section III, we extract the large-N
behaviour of Uc1 and Uc2 using the low-energy projective
technique analysis of the DMFT equations introduced in
[12] for N = 2 and extended in [23] : we show that the
equations for the Uc’s derived by this method are greatly
simplified for N → ∞ in the sense that an atomic limit
becomes exact. In section IV, we find quantitative agree-
ment between these results and a multiorbital slave boson
method. Finally, in Sec.V, we consider the Mott transi-
tion at finite temperature.

III. LARGE-N BEHAVIOUR OF Uc1 AND Uc2

A. DMFT and the low-energy projective method

Let us recall briefly the DMFT equations and their
low-energy projective analysis [12, 13]. DMFT maps the
lattice Hamiltonian above onto a multi-orbital Anderson
impurity model with the same local interaction term than
in (1) and a hybridization function ∆(iωn). The local
Green’s function reads: Gd(iωn)−1 = iωn + µ̃−∆(iωn)−
Σd(iωn). In this expression, µ̃ is the chemical potential
(shifted by the Hartree contribution) and Σd(iωn) is a
local self-energy. A self-consistency requirement is im-
posed, which identifies Gd(iωn) with the on-site Green’s
function of the lattice model with the same self-energy
Σd(iωn). This reads:

Gd(iωn) =

∫
dε

D(ε)

iωn + µ̃ − ϵ− Σd(iωn)
(3)

In this expression, D(ε) is the free electron density of
state (d.o.s.) corresponding to the Fourier transform of
the hopping matrix elements tij . In the particular case
of a semi-circular d.o.s. with half-width D = 2t, equa-
tion (3) simplifies to:

∆(iωn) = t2 Gd(iωn) (4)

Solving the impurity model subject to (3) determines
both the hybridization function and the local Green’s
function in a self-consistent manner. In order to give
an explicit Hamiltonian form to the Anderson impurity

S. Florens et al. 2002
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many-body atomic hamiltonian for t2g states takes the Kanamori form [29] :

HK = U
X

m

n̂m"n̂m# + U 0
X

m 6=m0

n̂m"n̂m0# + (U 0 � J)
X

m<m0,�

n̂m�n̂m0� +

�J
X

m 6=m0

d+m"dm# d
+
m0#dm0" + J

X

m 6=m0

d+m"d
+
m# dm0#dm0" (2)

The first three terms involve only density-density interactions, between electrons with opposite

spins in the same orbital (U), opposite spins in di↵erent orbitals (U 0 < U) and parallel spins in

di↵erent orbitals. The latter case has the smallest coupling U 0 � J , reflecting Hund’s first rule.

For later use, it will be useful to consider a generalization of this Kanamori multi-orbital hamil-

tonian to a form in which all coupling constants are independent:

HGK = U
X

m

n̂m"n̂m# + U 0
X

m 6=m0

n̂m"n̂m0# + (U 0 � J)
X

m<m0,�
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�JX
X

m 6=m0

d+m"dm# d
+
m0#dm0" + JP

X

m 6=m0

d+m"d
+
m# dm0#dm0" (3)

Defining the total charge, spin and orbital isospin generators (~⌧ are the Pauli matrices):

N̂ =
X

m�

n̂m� , ~S =
1

2

X

m

X

��0

d†m�~⌧��0dm�0 , Lm = i
X

m0m00

X

�

✏mm0m00d†m0�dm00�, (4)

the generalized Kanamori hamiltonian (3) can be rewritten as:

HGK = 1
4(3U

0 � U)N̂(N̂ � 1) + (U 0 � U)~S2 + 1
2(U

0 � U + J)~L2 + (74U � 7
4U

0 � J)N̂ +

+(U 0 � U + J + JP )
P

m 6=m0 d+m"d
+
m# dm0#dm0" + (J � JX)

P
m 6=m0 d+m"dm# d

+
m0#dm0" (5)

It thus has full U(1)C ⌦ SU(2)S ⌦ SO(3)O symmetry provided JX = J and JP = U � U 0 � J ,

in which case the hamiltonian reduces to the first line in Eq. (5). We shall loosely refer to such

symmetry as ‘rotational invariance’. Note that rotational invariance of HGK does not imply that

U 0 and U are related. In particular for JX = J and U 0 = U � J (JP = 0), one obtains a minimal

rotationally-invariant hamiltonian (U � 3J/2)N̂(N̂ � 1)/2� J ~S2 involving only N̂2 and ~S2, to be

discussed in more details below (Eqs. (12) and (27)). This actually holds for an arbitrary number

M of orbitals.

Using (5), the physical t2g hamiltonian (2) which has JX = JP = J is seen to be rotationally

invariant provided:

U 0 = U � 2J (6)

in which case the hamiltonian takes the form:

Ht
2g = (U � 3J)

N̂(N̂ � 1)

2
� 2J ~S2 � J

2
~L2 +

5

2
J N̂ (7)

In this form, Hund’s first two rules (maximal S, then maximal L) are evident. The spectrum of

this hamiltonian is detailed in Table 1.

Condition (6) is realized if U,U 0, J are calculated assuming a spherically symmetric interaction

and the t2g wave-functions resulting from simple crystal-field theory. In this approximation, these

• Relevant for a class of materials,  
e.g. 3d, 4d transition metal oxides

Cf review A. Georges. L. De Medici, J. Mravlje, arXiv:1207.3033

Finte J is crucial to make contact with real-life ! 

Cf. ``Atsushi Fujimori’s map of RMO3 perovskites’’ 
J.Phys Chem Sol. 53 (1992) 1595 

SrVO3 

CaVO3 

YTiO3 

LaTiO3 

Fujimori J.Phys Chem Sol. 53 (1992) 1595 

Lowering further the crystal symmetry (distort from cubic) 
Induces additional lifting of degeneracy 

Tetrahedral environment (MO4):  
eg has lower energy, t2g higher 
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0 � U)N̂(N̂ � 1) + (U 0 � U)~S2 + 1
2(U

0 � U + J)~L2 + (74U � 7
4U

0 � J)N̂ +

+(U 0 � U + J + JP )
P

m 6=m0 d+m"d
+
m# dm0#dm0" + (J � JX)

P
m 6=m0 d+m"dm# d

+
m0#dm0" (5)

It thus has full U(1)C ⌦ SU(2)S ⌦ SO(3)O symmetry provided JX = J and JP = U � U 0 � J ,

in which case the hamiltonian reduces to the first line in Eq. (5). We shall loosely refer to such

symmetry as ‘rotational invariance’. Note that rotational invariance of HGK does not imply that

U 0 and U are related. In particular for JX = J and U 0 = U � J (JP = 0), one obtains a minimal

rotationally-invariant hamiltonian (U � 3J/2)N̂(N̂ � 1)/2� J ~S2 involving only N̂2 and ~S2, to be

discussed in more details below (Eqs. (12) and (27)). This actually holds for an arbitrary number

M of orbitals.

Using (5), the physical t2g hamiltonian (2) which has JX = JP = J is seen to be rotationally

invariant provided:

U 0 = U � 2J (6)

in which case the hamiltonian takes the form:

Ht
2g = (U � 3J)

N̂(N̂ � 1)

2
� 2J ~S2 � J

2
~L2 +

5

2
J N̂ (7)

In this form, Hund’s first two rules (maximal S, then maximal L) are evident. The spectrum of

this hamiltonian is detailed in Table 1.

Condition (6) is realized if U,U 0, J are calculated assuming a spherically symmetric interaction

and the t2g wave-functions resulting from simple crystal-field theory. In this approximation, these
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Figure 2: Critical coupling separating the metallic and Mott insulating (paramagnetic) phase, as

a function of Hund’s coupling, for a Hubbard-Kanamori model of three degenerate bands with one

(red), two (green) and three (blue) electrons per site. The model is solved with DMFT, with a

semi-circular density of states of bandwidth 2D for each band. Dashed lines indicate the atomic-like

estimates (see text). The shaded region corresponds to U 0 � J < 0 (J > U/3). See Refs. [21, 22].

increases rapidly with orbital degeneracy M d. In contrast fW is renormalized downwards as J is

turned on, and a value fWM,M ⇠ fW1,1 ⇠ W (with W the bare bandwidth) is reached already at

moderate values of J , leading to Uc ⇠ W + (M � 1)J(L. de’Medici & M. Capone, in preparation),

as clear from Fig. 2, with only a weak dependence on orbital degeneracy in the presence of a finite

J e

For generic filling levels, the reduction of the kinetic energy by orbital blocking is responsible for

the decrease of Uc at small J , while the reduction of the atomic Ue↵ is responsible for the increase

of Uc at large J , hence the non-monotonous behaviour. In contrast for a single electron or hole,

the orbital blocking does not apply because the Hund’s rule coupling does not lift the degeneracy

of the atomic ground-state.

Finally, we note that at J = 0, the largest value of Uc is obtained at half-filling N = M and the

smallest one for a single electron (or hole) N = 1, 2M�1. This is reversed at moderate and large J ,

with Uc smallest for a half-filled shell (Fig. 1). Because of this e↵ect, an insulating state is strongly

favoured at half-filling. Indeed, most transition-metal oxides with a half-filled shell are insulators

(e.g. SrMnO3 , LaCrO3 with three electrons in the t2g states, see Sec. 6.2). The reduction of the

dWithin DMFT, the Mott-Hubbard gap-closing transition occurs at Uc1(J = 0) /
p
M and the Brinkman-Rice

transition where the quasiparticle weight vanishes at Uc2 / M , see Ref. [42].
eAccordingly, the coexistence region [Uc1, Uc2] is strongly reduced by J [43].

• Effect of Hund’s coupling J on the Mott transition and correlation.  
3 orbitals, N= 1,2,3 electrons.

• J enhances Uc away  
from half-filling (N=1,2)

• J strongly reduces Uc  
at half-filling (N=3)

Hands-on : Kanamori 2 bands.

Cf review A. Georges. L. De Medici, J. Mravlje, arXiv:1207.3033



• Rotationally invariant 
case

4 Georges, de’ Medici& Mravlje

Figure 1: Colour intensity map of the ‘degree of correlation’ (as measured by the quasiparticle

weight Z - right scale) for a Hubbard-Kanamori model with 3 orbitals appropriate to the description

of early transition-metal oxides with a partially occupied t2g shell. The vertical axis is the interaction

strength U normalized to the half-bandwidth D, and a finite Hund’s coupling J = 0.15U is taken

into account. The horizontal axis is the number of electrons per site - from 0 (empty shell) to

6 (full shell). Darker regions correspond to good metals and lighter regions to correlated metals.

The black bars signal the Mott-insulating phases for U > Uc. The arrows indicate the evolution of

Uc upon further increasing J , and emphasize the opposite trend between half-filling and a generic

filling. Crosses denote the values of Uc for J = 0. One notes that, among integer fillings, the

case of 2 electrons (2 holes) displays correlated behaviour in an extended range of coupling, with

‘spin-freezing’ above some low coherence scale. Specific materials are schematically placed on the

diagram. The materials denoted in black have been placed according to the experimental value of

�/�LDA. For detailed explanations, see Sec. 6. The DMFT calculations leading to a related plot in

Ref. [22] have been repeated here using a more realistic DOS for t2g states (inset).

Coulomb interactions in the multi-orbital context is provided. In Sec. 3 the influence of Hund’s

coupling on the intra-atomic charge gap and the Mott critical coupling is explained. Sec. 4 reviews

the influence of Hund’s coupling on the Kondo temperature of a multi-orbital impurity atom in

a metallic host. Sec. 5 briefly introduces dynamical mean-field theory, which provides a bridge

between single-atom physics and the full solid. Sec. 6 is the core part of this article, in which the

key e↵ects of the Hund’s rule coupling in the solid-state context are put together. Sec. 7 and Sec. 8

consider ruthenates and iron pnictides/chalcogenides, respectively, in the perspective of Hund’s

metals.

Hund’s metal

• Strongly correlated 
metal far from Mott Uc

11

rule coupling for a half-filled shell, and diminished for a
singly occupied one.

In contrast, we find that the Hund’s rule coupling has a
more complex influence in the case of two electrons (or
two holes) in 3 orbitals. On the one hand, the critical
coupling Uc is strongly increased (and the Mott gap re-
duced) at the largest values of J=U. As a result, the range of
coupling U=D with metallic behavior is enlarged as com-
pared to the case with J ¼ 0. On the other hand, for a wide
range of coupling strengths, Z is suppressed upon increas-
ing J [7,12,13]. To accommodate these antagonistic ef-
fects, Z displays a long tail as a function of U. The small
values of Z found there indicate a very low quasiparticle
coherence scale T", below which the system is expected to
show a conventional Fermi liquid physics. An incoherent
regime with a Curie-like magnetic response [3] and bad-
metal behavior [3,7] is found for temperatures above T"
(see the supporting material [14]). This was reported in
Ref. [3] and coined ‘‘spin-freezing’’ regime. These consid-
erations are not specific to 2 electrons in 3 orbitals: the
Hund’s coupling is ‘‘Janus-faced’’ for N electrons in M
degenerate orbitals, except for a singly occupied or half-
filled band, as summarized in Table. I.

We calculated also away from integer fillings and dis-
play the data as a contour plot of the quasiparticle weight as
a function of coupling strength U=D and band filling, for a
fixed typical value of the ratio J=U (Fig. 2). The extended
region of strongly correlated bad-metallic behavior (small
Z) aroundN ¼ 2 appears clearly. In contrast, the half-filled

case favors insulators (except at weakU=D) and the single-
electron case favors good metals (except at strong U=D).
These numerical results can be corroborated and ex-

plained by analytical considerations in the simplified lim-
its. In order to understand the influence of J on the Mott
gap, we start from the limit of an isolated atom. The charge
gap !at ¼ EatðN þ 1Þ þ EatðN & 1Þ & 2EatðNÞ takes two
different values depending on whether the relevant orbitals
are half-filled or not: !at ¼ U& 3J for N <M or N >M
and !at ¼ Uþ ðM& 1ÞJ for N ¼ M. Including hopping
perturbatively leads to a correction!Mott¼!at&cDþ''' ,
where c is of order unity. Hence, we see that the Mott gap is
increased by J (and Uc decreased) at half-filling [9,10],
while it is decreased in all other cases [4,8,15]. This
localized limit explains the distinction between N ¼ 3
and N ¼ 1 (and the insulating side of N ¼ 2) but does
not account for the bad-metal, small-Z, part of the phase
diagram around N ¼ 2.
To understand this regime we consider the itinerant

limit. Studying a correlated metallic phase within DMFT
translates mainly in characterizing the coherence scale of
the effective impurity problem (self-consistent atom). Here
we focus on how it is affected by the Hund’s coupling.
The key distinction between different cases is the degen-
eracy of the atomic ground state which is, except for a
single electron or hole, reduced by J, as the state with
aligned angular momenta is selected (Table S1 in the
supporting material [14]). Lower degeneracy enhancing
the quantum fluctuations and weaker tunneling from or

TABLE I. The effects of an increasing Hund’s rule coupling on the degree of correlations.

Number N of electrons
in M orbitals

Degeneracy
of atomic ground state Mott gap Correlations

Materials behavior
promoted by J

one electron or one hole (N ¼ 1, 2M& 1) unaffected reduced diminished metallic

half-filled (N ¼ M) reduced increased increased insulating

All other cases reduced reduced Conflicting effect bad metallic
(N ! 1, M, 2M& 1) (see text)

FIG. 1 (color online). Quasiparticle weight Z vs U for N ¼ 1, 2, 3 electrons in M ¼ 3 orbitals. The grey arrows indicate the
influence of an increasing Hund’s rule coupling J=U.

PRL 107, 256401 (2011) P HY S I CA L R EV I EW LE T T E R S
week ending

16 DECEMBER 2011

256401-2

• Z vs U
Z

T= phase diagram (paramagnetic phase only)

U 0 = U � 2J

PRL 107, 256401 (2011)

L. De Medici et al.  PRL 107, 256401 (2011)

J = 0.15U



A strongly correlated “Hund metal”

• n=2,4

• J enhances Uc, but reduces 
coherence temperature

• DMFT : analysis in term of a 
Kondo impurity.

• Low temperature : Fermi 
liquid 

• Intermediate temperature:  
non-Fermi liquid, e.g. in self-
energy

12

Hund’s Correlated Materials 15

µ2
I

µ2
II

T �(  )T

IIIII I

eff

(b)

(a)
Nozieres FL Locked large spins PM

TK
*

TK
* TK HJ S

HJ S

g/1 (�)

T

�

Figure 5: Composite-spin Kondo model (Eq. 17). (a) Schematic behavior of the running coupling

constant ge↵ = JK(⇤)⇢Me↵ with Me↵ = 1 in region I and ge↵ = M in regions II and III. The

boundary between I and II is at the scale of Hund’s coupling. The Kondo temperature is reduced

due to the slower scaling in region II. (b) Schematic dependence of the e↵ective moment. The large

moment formed in region II is screened at a reduced temperature scale. Reproduced from Ref. [13].

channels are decoupled, followed by a second stage in which a large spin is formed and eventually

screened at a low energy scale. However, it is not guaranteed that this two-stage process does

apply in general, and a direct route may apply instead (dashed arrow on Fig. 3). Indeed, in the

original model, at large scales ⇤ > J , the RG flow goes as in the SU(2M) symmetric model. For

⇤ . J , the quenching of the orbital fluctuations and the emergence of the high-spin state occur

simultaneously. There is no energy scale at which the system is represented by M independent

spins undergoing single-channel Kondo scaling. As a result, expression (18) for the reduction of TK

at intermediate J for the CSK model cannot be trusted in general for the original model (12,13)

or the Coqblin-Schrie↵er-Hund model. Indeed, the poor man’s scaling study of Ref.[57] for M = 2

reproduced in Fig. 3 suggests a 1/J2 dependence, instead of 1/J as in (18) while NRG studies by

one of us (J.M., unpublished) yield an even stronger power-law. NRG studies of the Dworin-Narath

model (12,13) were also performed in Refs. [59,50] and an exponential dependence of TK on J was

reported. We expect that this is because rather small values of J were explored there, and that

an initial exponential suppression followed by a power-law at larger J is the generic behaviour, as

Hund’s Correlated Materials 21

that a rich diversity of behaviour is observed depending on key control parameters such as filling,

coupling strength, crystal-field, location of van Hove singularity, etc... It is interesting in this

respect to contrast the properties of ruthenates (discussed in Sec. 7) to their rhodate equivalents

which are structurally and chemically close but have a single hole in the 4d-shell. Unlike their Ru

relatives, Rh compounds are paramagnets: Sr2RhO4 [73] is not an unconventional superconductor,

SrRhO3 [76] is not a ferromagnet and Sr3Rh2O7 [77] not a metamagnet with nematic behavior.

6.3 The non Fermi-liquid ‘spin-freezing’ regime

Here, we discuss the physics of the strongly correlated metallic phase induced by the Hund’s rule

coupling, corresponding to the pale-coloured region of Fig. 1.

Key features of this phase were pointed out in the pioneering work of Refs [18,17]. Deep within

this phase, the local moments freeze (hence the name ‘spin-freezing’ coined in [18]): the local spin

susceptibility at low-temperatures increases strongly [17] and the local spin-spin correlation function

hSz
i (0)S

z
i (⌧)i does not decay at long times [18]. Furthermore, the authors of Ref. [18] discovered that

the electronic self-energy at low-frequency obtained from DMFT calculations is in strong contrast

to that of a Fermi-liquid and obeys a power-law behaviour ⌃00(!) ⇠ � + (!/D)↵ + · · · . Near the

boundary of the spin-freezing regime, � is small at low-T and ↵ ' 1/2. This is illustrated on Fig. 7,
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Figure 7: Self-energy in the ‘spin-freezing’ regime of the 3-orbital Hubbard-Kanamori model for 2

electrons in the band, as calculated by DMFT for U/D = 4 , J/U = 1/6. �D ⌘ D/kT is the inverse

temperature normalized to the half-bandwidth. The plot displays Im⌃(i!n) on the Matsubara

frequency axis and emphasizes the (non Fermi-liquid) power-law behaviour ⇠ (!/D)1/2 [18] as well

as the very low-energy crossover into a Fermi liquid (inset).

where we display the results of DMFT calculations on the boundary of the spin-freezing regime at

Simplified “composite spin” picture

P. Werner et al. Phys. Rev. Lett. 101:166405 (2008)
Im⌃(!) ⇠ �+ (!/D)↵



Orbitally selective Mott transition

• Models with different bandwidths and/or crystal field splitting

13

• Orbitally Selective Mott Phase 

• One orbital localized,  other delocalized.

• The localized orbital can break Fermi Liquid for the delocalized one           
see also e.g. S. Biermann et al., PRL 95 206401 (2005)  
Effective Anderson lattice model.

quantum spins is finite by construction, while the Hilbert
space associated with the slave bosons in the absence of the
constraint is an infinite-dimensional one. This might be use-
ful in considering finite-temperature properties and the en-
tropy of the model.

A similar remark applies when comparing the present
slave-spin representation to the slave-rotor representation re-
cently developed by Florens and Georges.16,17 This represen-
tation is specifically tailored to SU!2N"-symmetric models
and is very economical since it introduces only one slave
variable. Specifically, a !slave" quantum rotor and auxiliary
fermions are introduced on each site such that

dim!
† = f im!

† ei"i, dim! = f im!e−i"i, !23"

where the phase is conjugate to the local charge, correspond-
ing to the local constraint

#
m!

$ f im!
† f im! −

1
2
% = L̂i, !24"

in which L̂i=1/ i! /!"i is the conjugate momentum to the
phase. It is clear from these expressions that there is a close
similarity between the slave-spin and slave-rotor formalisms.
Two important differences must be noted: !i" a single slave-
rotor variable is introduced for all orbitals and !ii" the Hilbert
space of the unconstrained rotor is infinite dimensional, con-
taining an infinite tower of charge states &l' which are physi-
cal only for &l&#N. As a result, mean-field approximations in
which the constraint is treated only on average are less ac-
curate when the contribution of these unphysical charge
states become sizable. This is particularly true in the weak-
coupling limit. In Fig. 3, we compare the slave-spin and
slave-rotor result for the quasiparticle residue in the one-
band case, in order to illustrate this effect.

On the whole, slave rotors and slave spins offer two use-
ful representations, the former being very economical and
well suited to situations in which only the total local charge
is involved !e.g., in Coulomb blockade problems19", while
the latter is well suited to the investigation of orbital-
dependent properties, as in the present article. Both methods

are easy to implement at a very low numerical cost, hence
allowing for a fast and efficient investigation of the phase
diagram and phase transitions in a wide range of parameters.

IV. ORBITAL-SELECTIVE MOTT TRANSITION WITH
SLAVE-SPIN MEAN-FIELD THEORY

In this section, we use slave-spin mean-field theory in
order to study the two-band model with unequal hoppings.
The noninteracting density of states of each band is taken to
be a semicircle !of half-width D1=2t1 and D2=2t2$D1",
corresponding to a Bethe lattice with infinite connectivity z
=% and nearest-neighbour hoppings t1,2 /(z. No crystal-field
splitting is introduced !&1=&2=0", and we restrict ourselves
to the case in which both bands are half-filled !)n1'= )n2'
=1". The model is thus particle-hole symmetric, implying
that the chemical potential '=0 and Lagrange multipliers
(1=(2=0. The parameter space was explored for U)0, J
=0 to 0.5U !i.e., U!=U−2J=0 to U" and the ratio between
the two bandwidths, t2 / t1=0–1.0. For the study of the Mott
transitions in this model we monitor the quasiparticle
weights Zm=4)Sm!

x '2.
Figure 4 displays the phase diagram within slave-spin

mean-field theory for the bandwidth ratio t2 / t1=0.5. Three
different phases are found: at small U both bands are metal-
lic !i.e., Zm"0", at large U both are insulating !Zm=0", and
in between an OSMP is found in which only the band with
largest bandwidth has Z1"0, while the narrower band has
Z2=0.

In the inset of Fig. 4, we reproduce for comparison the
result of Koga et al.9 obtained within DMFT. Qualitatively,
one sees that the slave-spin mean field compares rather well
to the DMFT results. There are quantitative differences in the
critical values of the couplings U and U!, a well-known fea-
ture of Gutzwiller-like approximations. Also, the linear de-

FIG. 3. !Color online" Quasiparticle weight of the one-band
Hubbard model, obtained with slave rotors !thin line", slave spins,
and the Gutzwiller !slave-boson" approximations !thick lines". The
latter two actually coincide. The small-U behavior of the slave-rotor
approach is due to the larger number of unphysical states !see text". FIG. 4. !Color online" Phase diagram !U vs U!" for t2 / t1=0.5 at

T=0 within the slave-spin mean-field theory. Inset: same diagram
obtained with exact diagonalization dynamical mean-field theory
!ED-DMFT" in Ref. 9. The dotted line indicates J=0—i.e., U=U!.
In “phase I” both bands are metallic; in “phase II” both bands are
insulating. “Phase III” is the orbital-selective Mott phase.

ORBITAL-SELECTIVE MOTT TRANSITION IN… PHYSICAL REVIEW B 72, 205124 !2005"

205124-5

Custers et al (CP), Nature 2003

magnetic order heavy Fermi liquid

Resistivity linear on 3 decades of energy

 Heavy fermions



Towards ab-initio computation : beyond model

• Mix DFT/LDA + DMFT or GW + DMFT

• Do not start from a model.

• One electron part computed by DFT

• Interaction : U, JHund  
How to compute U ? e.g. c-RPA.

• An entire subject. Not the topic of this lecture/hands-on.  
Cf Ref 2,  Kotliar et al. RMP 2007
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Cluster DMFT



DMFT, a family of approximations 16

  

Goal: unify both pictures

… in the simplest way

Capture Mott physics
DMFT: local physics

Capture long-ranged 
bosonic fluctuations
Spin fluctuation theory

with a control parameter
cluster size

…

Control, short range correlation

• Self-consistency in large  
unit cell (Cu + 2 O)  
Σab(ω) a 3x3 matrix

• Impurity model on Cu, 1 band : Σimp(ω) 1x1 matrix

• Multiband/realistic systems

OCu Cu

Cu Cu

OO

O

!"#$%&'#()*+,$-)*'#(./0$'&',$(1/00232#

!"#$%&'( )*("#$%+,-."+&'"$(*/*0%('*.'*1'$
! !"#$%&'()*+,--).*" /&'()*0,1)*2*345567.*! %#,%#89- 345:57
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)*+,$-)*'(:'(3+(./,1$-/,(:'(;0'',

=3#"$'&;(*<"%-&6<"'(
! A$"#9BC*$D*/&'(8E( 3455@7

;0/*<'(:'(0',/0&+3-#+$-/,
,*&20-)*'(:'(=-3#/,

82$+3(
2$0+,5'

>-)*-:'(
?'0&-!*<0+

@

:/<+5'
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@
⌃imp(!) 0 0

0 0 0
0 0 0

1

A

• DFT + DMFT 

• Interface with electronic structure codes 
(project on Wannier functions, etc).

• Cluster DMFT

• Beyond cluster DMFT

Self-consistency on vertex
Dual fermions/bosons, Trilex, DΓA

Simp[G(i!);

G
impurity model

δΛlatt ≈ δΛimp

δΛimp

G(k; !)

U

inverse

lattice
parquet

U(i!; i!0; iΩ)]

parquet

Σimp

G2;loc

Gloc

[U ]

[δΛimp]

impurity

Σ(k; i!) = Flatt

G2;latt

Dyson

[G0(k; !)]

lattice

Dyson
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Why clusters ?

• To overcome some limitations of DMFT

• To get control, possibly a converged solution of e.g. Hubbard model.

17



Motivation : High Tc superconductors 18

Unconventional  
normal metal

Fermi liquid

Mott  
insulator

High-Tc superconductors.

• High Tc superconductors are doped Mott insulators

• We want to use DMFT as a starting point



High Tc superconductors : issues with DMFT 19
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• Σ, Z, m* does depend on k !

• Super-exchange J ? Spin singlets ?  
Cut divergence of m* close to Mott

Node Antinode dichotomy in 
cuprates (ARPES)

Normal Phase  
Local self-energy  
is not enough  !
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DMFT

SC  
d-wave order  

1 site is not enough !

• Short range spatial correlations ?

• Long range bosonic fluctuations ? 
(e.g. spin fluctuations)



Idea

• Single-site DMFT. Σ is independent of k

• Take a cluster of sites instead of 1 site

• Several cluster methods.  
Different ways to parametrise the k dependence of  Σ(k,ω) 

• All methods interpolate between DMFT (1 site) and the full lattice 
problem (infinite number of sites).  
At large cluster size, we have the exact solution

• Two main methods :

20

Reciprocal space (DCA) 
clusters Brillouin zone patching 

3
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FIG. 2: Momentum space tiling used to define cluster approximations studied here: 2-site (leftmost panel), 4-site with stan-
dard patching (second from left), 4-site with alternative patching (4⇤), (central panel), 8-site (second from right) and 16-site
(rightmost panel). Momentum space patches indicated by shaded regions; electron self energy is independent of momentum
within a patch but may vary from patch to patch. Dots (red online) represents the K points in reciprocal space associated to
the patches in the DCA construction (see text). Thin lines : Fermi surfaces for the non-interacting system with t0 = �0.15t
for half filling and hole dopings of 10%, 20%, and 30%. All clusters have an inner patch around (0, 0) (yellow online) and an
outer patch around (�, �) (green online). Clusters with four or more sites also have an antinodal patch at (�, 0) and symmetry
related points (blue online), clusters with eight or more sites have a nodal patch ((�/2, �/2), red online). The 16-site cluster
has two additional independent momentum sectors, around (�/2, 0) (orange online) and around (3�/2, �/2) (cyan online). All
clusters have the full point group symmetry of the lattice.

field, given present computational capabilities, and call
for a new generation of theoretical developments aiming
at improving momentum-space resolution.

While the various aspects of the doping-dependent
phase diagram of the two dimensional Hubbard model
have been noted in various ways in the cluster dynam-
ical mean field literature, the generality of the results
and their robustness to choice of cluster have not been
previously appreciated. The comparison of results for
di�erent sized clusters clearly demonstrates that the es-
sentials of the carrier concentration dependence of phys-
ical properties of a doped Mott insulator are as sketched
in Fig. 1. Far from the insulating state, the properties
are those of a moderately correlated Fermi liquid. More-
over, the momentum dependence of the renormalizations
is very weak: the properties are described well by single-
site dynamical mean field theory, as previously noted e.g.
in Refs. 30,31. We refer to this regime as the isotropic
Fermi liquid. (Note that “isotropic” here means isotropic
scattering properties (self energy) along the Fermi sur-
face, but the Fermi surface is not circular.) As the dop-
ing is decreased towards the n = 1 insulating state the
system enters an intermediate doping regime where the
low temperature behavior is still described by Fermi liq-
uid theory, but the Fermi liquid is characterized by a
strong momentum dependence of the renormalizations,
with the renormalizations being largest near the zone cor-
ner (0,�)/(�, 0) points and smallest near the zone diago-
nal (±�/2,±�/2) regions of momentum space. We refer
to this as the regime of momentum space di�erentiation.
The change between the isotropic and momentum-space
di�erentiated Fermi liquid regimes is not characterized by
any order parameter and we believe it to be a crossover,
not a transition, but the doping at which the change oc-
curs is surprisingly sharply defined, and is indicated by
dashed lines in Fig. 1.

As the doping is decreased yet further, a non-Fermi-

liquid regime appears on the hole doping side but not
on the electron doping side (for the moderate anisotropy
considered here). In the non-Fermi-liquid regime, re-
gions of momentum space near (0,�)/(�, 0) acquire an
interaction-induced gap, while the zone diagonal regions
of momentum space remain gapless and (as far as can be
determined) Fermi-liquid like. We refer to this regime as
the sector selective regime. The boundary between the
regime of momentum space di�erentiation and the sec-
tor selective regime is indicated by a light solid line in
Fig. 1. Finally at doping n = 1 the system is in the Mott
insulating phase.

The remainder of the paper is organized as follows. In
section II we summarize the general features of the dop-
ing driven Mott transition, define the model to be studied
and the questions to be considered and outline the theo-
retical approach. In section III we demonstrate the exis-
tence of di�erent doping regimes and how they appear in
the di�erent cluster calculations. Section IV explores in
more detail the intermediate “momentum space di�eren-
tiation” doping regime, studies the momentum-selective
regime, and aspects associated with the pseudogap. Sec-
tion V then considers the sector selective regime. In sec-
tion VI we summarize our insights into the behavior of
smaller size clusters. Finally, section VII is a summary
and conclusion, also pointing out directions for future
work.

II. MODEL AND METHOD

In conventional electronic structure theory, band insu-
lators are periodic crystals in which all electronic bands
are either filled or empty. A necessary condition for band
insulating behavior is that the number of electrons per
unit cell is even. For the purpose of this paper we define
a correlation-induced or “Mott” insulator as a periodic

Hettler et al. ’98, ...

  

Goal: unify both pictures

… in the simplest way

Capture Mott physics
DMFT: local physics

Capture long-ranged 
bosonic fluctuations
Spin fluctuation theory

with a control parameter
cluster size

…

Real space clusters (C-DMFT)

Lichtenstein, Katsnelson 2000  
Kotliar et al. 2001
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Cellular DMFT (C-DMFT)



Cellular DMFT (CDMFT)

• Several Anderson impurities coupled to an effective bath 

22

  

Goal: unify both pictures

… in the simplest way

Capture Mott physics
DMFT: local physics

Capture long-ranged 
bosonic fluctuations
Spin fluctuation theory

with a control parameter
cluster size

…

Lichtenstein, Katsnelson 2000; Kotliar et al. 2001

• We tile the lattice with clusters

• Superlattice notations
Superlattice

i,j I,J

0 1

2 3

• Reduced Brillouin zone

(0,0)

(π,π)

(π/2,π/2)

(✏̂K)ab

i, j ! (I, J), a = 0, . . . , 3
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Goal: unify both pictures

… in the simplest way

Capture Mott physics
DMFT: local physics

Capture long-ranged 
bosonic fluctuations
Spin fluctuation theory

with a control parameter
cluster size

…

Lichtenstein, Katsnelson 2000; Kotliar et al. 2001
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CDMFT.  Translation invariance

• CDMFT breaks translation invariance !

• (Re)Periodization : Restore translation invariance.

• After the DMFT computation (iterative loop) is converged.
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⌃latt
i,i = ⌃imp

00
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2
⌃imp

02

⌃latt
i+1,i+1 =

1

4
⌃imp

03

• Factors here to enforce causality property of Σlatt  (Im Σlatt(ω) <0)

• Ambiguous : Reperiodize self-energy ? G ? Cumulant M ?
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2 3
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DCA 



• Change coordinate :

DCA
• Idea : take Σ piecewise constant in the Brillouin zone

• Let us cut the BZ in Nc  patches (e.g. Nc = 2, 4, 8, 16)
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FIG. 2: Momentum space tiling used to define cluster approximations studied here: 2-site (leftmost panel), 4-site with stan-
dard patching (second from left), 4-site with alternative patching (4⇤), (central panel), 8-site (second from right) and 16-site
(rightmost panel). Momentum space patches indicated by shaded regions; electron self energy is independent of momentum
within a patch but may vary from patch to patch. Dots (red online) represents the K points in reciprocal space associated to
the patches in the DCA construction (see text). Thin lines : Fermi surfaces for the non-interacting system with t0 = �0.15t
for half filling and hole dopings of 10%, 20%, and 30%. All clusters have an inner patch around (0, 0) (yellow online) and an
outer patch around (�, �) (green online). Clusters with four or more sites also have an antinodal patch at (�, 0) and symmetry
related points (blue online), clusters with eight or more sites have a nodal patch ((�/2, �/2), red online). The 16-site cluster
has two additional independent momentum sectors, around (�/2, 0) (orange online) and around (3�/2, �/2) (cyan online). All
clusters have the full point group symmetry of the lattice.

field, given present computational capabilities, and call
for a new generation of theoretical developments aiming
at improving momentum-space resolution.

While the various aspects of the doping-dependent
phase diagram of the two dimensional Hubbard model
have been noted in various ways in the cluster dynam-
ical mean field literature, the generality of the results
and their robustness to choice of cluster have not been
previously appreciated. The comparison of results for
di�erent sized clusters clearly demonstrates that the es-
sentials of the carrier concentration dependence of phys-
ical properties of a doped Mott insulator are as sketched
in Fig. 1. Far from the insulating state, the properties
are those of a moderately correlated Fermi liquid. More-
over, the momentum dependence of the renormalizations
is very weak: the properties are described well by single-
site dynamical mean field theory, as previously noted e.g.
in Refs. 30,31. We refer to this regime as the isotropic
Fermi liquid. (Note that “isotropic” here means isotropic
scattering properties (self energy) along the Fermi sur-
face, but the Fermi surface is not circular.) As the dop-
ing is decreased towards the n = 1 insulating state the
system enters an intermediate doping regime where the
low temperature behavior is still described by Fermi liq-
uid theory, but the Fermi liquid is characterized by a
strong momentum dependence of the renormalizations,
with the renormalizations being largest near the zone cor-
ner (0,�)/(�, 0) points and smallest near the zone diago-
nal (±�/2,±�/2) regions of momentum space. We refer
to this as the regime of momentum space di�erentiation.
The change between the isotropic and momentum-space
di�erentiated Fermi liquid regimes is not characterized by
any order parameter and we believe it to be a crossover,
not a transition, but the doping at which the change oc-
curs is surprisingly sharply defined, and is indicated by
dashed lines in Fig. 1.

As the doping is decreased yet further, a non-Fermi-

liquid regime appears on the hole doping side but not
on the electron doping side (for the moderate anisotropy
considered here). In the non-Fermi-liquid regime, re-
gions of momentum space near (0,�)/(�, 0) acquire an
interaction-induced gap, while the zone diagonal regions
of momentum space remain gapless and (as far as can be
determined) Fermi-liquid like. We refer to this regime as
the sector selective regime. The boundary between the
regime of momentum space di�erentiation and the sec-
tor selective regime is indicated by a light solid line in
Fig. 1. Finally at doping n = 1 the system is in the Mott
insulating phase.

The remainder of the paper is organized as follows. In
section II we summarize the general features of the dop-
ing driven Mott transition, define the model to be studied
and the questions to be considered and outline the theo-
retical approach. In section III we demonstrate the exis-
tence of di�erent doping regimes and how they appear in
the di�erent cluster calculations. Section IV explores in
more detail the intermediate “momentum space di�eren-
tiation” doping regime, studies the momentum-selective
regime, and aspects associated with the pseudogap. Sec-
tion V then considers the sector selective regime. In sec-
tion VI we summarize our insights into the behavior of
smaller size clusters. Finally, section VII is a summary
and conclusion, also pointing out directions for future
work.

II. MODEL AND METHOD

In conventional electronic structure theory, band insu-
lators are periodic crystals in which all electronic bands
are either filled or empty. A necessary condition for band
insulating behavior is that the number of electrons per
unit cell is even. For the purpose of this paper we define
a correlation-induced or “Mott” insulator as a periodic

• Red points : centre of the patches :  Kc. 

Patch  
center

In the 
patch

k = Kc(k) + k̃k ! (Kc, k̃)
K

k k
~

(0,!)

(!,0)(0,0)

(!,!)



DCA : definition

• In the Luttinger-Ward functional Φ,  
coarse grain the momentum conservation.

• Change the vertex :
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k1

k3 k4

k2
/ �(k1 + k2 + k3 + k4)

• Yields an approximated Φ ≈ ΦΝc

• Nc =1 : DMFT. No k conservation, all propagators are local.

• Nc = ∞: Exact 

• Ok, but can we solve this with an impurity model ?

/ �(Kc(k1) +Kc(k2) +Kc(k3) +Kc(k4))



DCA : auxiliary impurity model

• Kc are exactly the reciprocal lattice of a cyclic finite cluster  
(e.g. 2x2)

• Take one diagram on the lattice for ΦΝc.

• For each line in the diagram, split the integral on k:

• The integral can be done (not constrained at vertex !)

• For each line, we have in fact a full coarse grained propagator
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FIG. 2: Momentum space tiling used to define cluster approximations studied here: 2-site (leftmost panel), 4-site with stan-
dard patching (second from left), 4-site with alternative patching (4⇤), (central panel), 8-site (second from right) and 16-site
(rightmost panel). Momentum space patches indicated by shaded regions; electron self energy is independent of momentum
within a patch but may vary from patch to patch. Dots (red online) represents the K points in reciprocal space associated to
the patches in the DCA construction (see text). Thin lines : Fermi surfaces for the non-interacting system with t0 = �0.15t
for half filling and hole dopings of 10%, 20%, and 30%. All clusters have an inner patch around (0, 0) (yellow online) and an
outer patch around (�, �) (green online). Clusters with four or more sites also have an antinodal patch at (�, 0) and symmetry
related points (blue online), clusters with eight or more sites have a nodal patch ((�/2, �/2), red online). The 16-site cluster
has two additional independent momentum sectors, around (�/2, 0) (orange online) and around (3�/2, �/2) (cyan online). All
clusters have the full point group symmetry of the lattice.

field, given present computational capabilities, and call
for a new generation of theoretical developments aiming
at improving momentum-space resolution.

While the various aspects of the doping-dependent
phase diagram of the two dimensional Hubbard model
have been noted in various ways in the cluster dynam-
ical mean field literature, the generality of the results
and their robustness to choice of cluster have not been
previously appreciated. The comparison of results for
di�erent sized clusters clearly demonstrates that the es-
sentials of the carrier concentration dependence of phys-
ical properties of a doped Mott insulator are as sketched
in Fig. 1. Far from the insulating state, the properties
are those of a moderately correlated Fermi liquid. More-
over, the momentum dependence of the renormalizations
is very weak: the properties are described well by single-
site dynamical mean field theory, as previously noted e.g.
in Refs. 30,31. We refer to this regime as the isotropic
Fermi liquid. (Note that “isotropic” here means isotropic
scattering properties (self energy) along the Fermi sur-
face, but the Fermi surface is not circular.) As the dop-
ing is decreased towards the n = 1 insulating state the
system enters an intermediate doping regime where the
low temperature behavior is still described by Fermi liq-
uid theory, but the Fermi liquid is characterized by a
strong momentum dependence of the renormalizations,
with the renormalizations being largest near the zone cor-
ner (0,�)/(�, 0) points and smallest near the zone diago-
nal (±�/2,±�/2) regions of momentum space. We refer
to this as the regime of momentum space di�erentiation.
The change between the isotropic and momentum-space
di�erentiated Fermi liquid regimes is not characterized by
any order parameter and we believe it to be a crossover,
not a transition, but the doping at which the change oc-
curs is surprisingly sharply defined, and is indicated by
dashed lines in Fig. 1.

As the doping is decreased yet further, a non-Fermi-

liquid regime appears on the hole doping side but not
on the electron doping side (for the moderate anisotropy
considered here). In the non-Fermi-liquid regime, re-
gions of momentum space near (0,�)/(�, 0) acquire an
interaction-induced gap, while the zone diagonal regions
of momentum space remain gapless and (as far as can be
determined) Fermi-liquid like. We refer to this regime as
the sector selective regime. The boundary between the
regime of momentum space di�erentiation and the sec-
tor selective regime is indicated by a light solid line in
Fig. 1. Finally at doping n = 1 the system is in the Mott
insulating phase.

The remainder of the paper is organized as follows. In
section II we summarize the general features of the dop-
ing driven Mott transition, define the model to be studied
and the questions to be considered and outline the theo-
retical approach. In section III we demonstrate the exis-
tence of di�erent doping regimes and how they appear in
the di�erent cluster calculations. Section IV explores in
more detail the intermediate “momentum space di�eren-
tiation” doping regime, studies the momentum-selective
regime, and aspects associated with the pseudogap. Sec-
tion V then considers the sector selective regime. In sec-
tion VI we summarize our insights into the behavior of
smaller size clusters. Finally, section VII is a summary
and conclusion, also pointing out directions for future
work.

II. MODEL AND METHOD

In conventional electronic structure theory, band insu-
lators are periodic crystals in which all electronic bands
are either filled or empty. A necessary condition for band
insulating behavior is that the number of electrons per
unit cell is even. For the purpose of this paper we define
a correlation-induced or “Mott” insulator as a periodic

Z
dk =

X

Kc

Z
dk̃

• ΦΝc is the LW functional of a cyclic finite cluster, evaluated at Gimp(Kc)

Gimp(Kc, i!n) =

Z
dk̃ Glatt(Kc + k̃, i!n)



DCA : auxiliary impurity model

• The self-energy on the lattice is given by :  
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FIG. 2: Momentum space tiling used to define cluster approximations studied here: 2-site (leftmost panel), 4-site with stan-
dard patching (second from left), 4-site with alternative patching (4⇤), (central panel), 8-site (second from right) and 16-site
(rightmost panel). Momentum space patches indicated by shaded regions; electron self energy is independent of momentum
within a patch but may vary from patch to patch. Dots (red online) represents the K points in reciprocal space associated to
the patches in the DCA construction (see text). Thin lines : Fermi surfaces for the non-interacting system with t0 = �0.15t
for half filling and hole dopings of 10%, 20%, and 30%. All clusters have an inner patch around (0, 0) (yellow online) and an
outer patch around (�, �) (green online). Clusters with four or more sites also have an antinodal patch at (�, 0) and symmetry
related points (blue online), clusters with eight or more sites have a nodal patch ((�/2, �/2), red online). The 16-site cluster
has two additional independent momentum sectors, around (�/2, 0) (orange online) and around (3�/2, �/2) (cyan online). All
clusters have the full point group symmetry of the lattice.

field, given present computational capabilities, and call
for a new generation of theoretical developments aiming
at improving momentum-space resolution.

While the various aspects of the doping-dependent
phase diagram of the two dimensional Hubbard model
have been noted in various ways in the cluster dynam-
ical mean field literature, the generality of the results
and their robustness to choice of cluster have not been
previously appreciated. The comparison of results for
di�erent sized clusters clearly demonstrates that the es-
sentials of the carrier concentration dependence of phys-
ical properties of a doped Mott insulator are as sketched
in Fig. 1. Far from the insulating state, the properties
are those of a moderately correlated Fermi liquid. More-
over, the momentum dependence of the renormalizations
is very weak: the properties are described well by single-
site dynamical mean field theory, as previously noted e.g.
in Refs. 30,31. We refer to this regime as the isotropic
Fermi liquid. (Note that “isotropic” here means isotropic
scattering properties (self energy) along the Fermi sur-
face, but the Fermi surface is not circular.) As the dop-
ing is decreased towards the n = 1 insulating state the
system enters an intermediate doping regime where the
low temperature behavior is still described by Fermi liq-
uid theory, but the Fermi liquid is characterized by a
strong momentum dependence of the renormalizations,
with the renormalizations being largest near the zone cor-
ner (0,�)/(�, 0) points and smallest near the zone diago-
nal (±�/2,±�/2) regions of momentum space. We refer
to this as the regime of momentum space di�erentiation.
The change between the isotropic and momentum-space
di�erentiated Fermi liquid regimes is not characterized by
any order parameter and we believe it to be a crossover,
not a transition, but the doping at which the change oc-
curs is surprisingly sharply defined, and is indicated by
dashed lines in Fig. 1.

As the doping is decreased yet further, a non-Fermi-

liquid regime appears on the hole doping side but not
on the electron doping side (for the moderate anisotropy
considered here). In the non-Fermi-liquid regime, re-
gions of momentum space near (0,�)/(�, 0) acquire an
interaction-induced gap, while the zone diagonal regions
of momentum space remain gapless and (as far as can be
determined) Fermi-liquid like. We refer to this regime as
the sector selective regime. The boundary between the
regime of momentum space di�erentiation and the sec-
tor selective regime is indicated by a light solid line in
Fig. 1. Finally at doping n = 1 the system is in the Mott
insulating phase.

The remainder of the paper is organized as follows. In
section II we summarize the general features of the dop-
ing driven Mott transition, define the model to be studied
and the questions to be considered and outline the theo-
retical approach. In section III we demonstrate the exis-
tence of di�erent doping regimes and how they appear in
the di�erent cluster calculations. Section IV explores in
more detail the intermediate “momentum space di�eren-
tiation” doping regime, studies the momentum-selective
regime, and aspects associated with the pseudogap. Sec-
tion V then considers the sector selective regime. In sec-
tion VI we summarize our insights into the behavior of
smaller size clusters. Finally, section VII is a summary
and conclusion, also pointing out directions for future
work.

II. MODEL AND METHOD

In conventional electronic structure theory, band insu-
lators are periodic crystals in which all electronic bands
are either filled or empty. A necessary condition for band
insulating behavior is that the number of electrons per
unit cell is even. For the purpose of this paper we define
a correlation-induced or “Mott” insulator as a periodic

• The self-energy on the lattice is constant by piece on the BZ.

• It has discontinuities in k space. (DCA+ : smooth discontinuities, Staar 

et al. Phys. Rev. B 2013,  arxiv:1402.4329,  arxiv:1601.03838).

• As in DMFT, we use the impurity model as a machine to compute 
ΦΝc, the approximation to Φ.
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DCA : complete equations

• Impurity model is a cyclic finite cluster

• Like multi-orbital DMFT, but the matrix inversion is diagonal in Kc
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Others cluster methods

• Real space, translation invariance. Bethe-Kikuchi at classical limit

• Excellent at weak, moderate coupling.

• Strong coupling : instability of the DMFT iterative cycle,  
to a non physical solution due to multivaluedness of Φ 
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�Hubbard[Gij ] =
X

i

�1(Gii)

| {z }
Local = DMFT

+
X

hi,ji

�2(Gi,j) +
X

hi,j,ki

�3(Gi,j , Gi,k, Gj,k) + . . .

| {z }
Non local = clusters

• E.g. Nested Clusters (A. Georges et al. RMP 1996)  
Self-energy Embedding Theory (SEET) (D. Zgid, E. Gull 2017)

• Idea : exhaust the bold 2PI series with local models

�Hubbard ⇥ (1� z)
�

i

�1imp(Gii) +
�

<ij>

�2imp(Gii, Gjj , Gij)

• e.g.
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Application to the Hubbard model
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DMFT is high temperature method 33

“Top to Bottom” 
Start from high T/doping 

R.G.  
Diagrammatic methods 

“Bottom to Top” 
Study the many-body ground state 

DMRG, PEPS, MERA
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• At high T or δ, intermediate U:

• Exact solution : can large clusters converge before the sign problem 
kills the “impurity solver” ? 

• At lower T, δ

• Small clusters capture some important effects (pseudogap, d-SC). 
Minimal cluster ? Physical picture ?



Cluster DMFT & Hubbard model 35

1. Robust features across various cluster methods

2. Interesting features seen in some cluster methods only

3. Converged (exact) results, at large cluster size.

• A lot of results on cluster DMFT + Hubbard, with various clusters

• Let us distinguish:

A lot of authors & works since 2000, e.g. 
Capone, Civelli, Ferrero, Georges, Gull, Haule, 
Imada, Jarrell, Kotliar, Lichtenstein, Katsnelson, 
Maier, Millis, Sordi ,Tremblay, Werner, OP, .... 



T

δ

Cluster DMFT & Hubbard model 36

• In various clusters sizes (4, 8, 16, ...).

• Behavior of Tc, gap vs δ
• Emerging from Mott insulator

• Nodes/antinodes. Fermi Arcs

Pseudo-gap d-wave SC

A lot of authors & works since 2000, e.g. 
Capone, Civelli, Ferrero, Georges, Gull, Haule, 
Imada, Jarrell, Kotliar, Lichtenstein, Katsnelson, 
Maier, Millis, Sordi ,Tremblay, Werner, OP, .... 

• Emergence of some consensus on robust features of the Hubbard model
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A. Macridin, et al.  Phys. Rev. Lett. 97, 036401 (2006)

T

δ

• CDMFT 2x2 (ED)
B. Kyung et al. Phys. Rev. B 73, 165114 (2006)

2

clusters located at positions R⃗i. The self-energy of that
Green function is equal to that in a single cluster. In real
space it vanishes for sites that do not belong to the same
cluster. However, hopping between clusters is allowed in
the same way as on the original infinite lattice. Hence,
the hopping matrix has a dependence on superlattice vec-
tors R⃗i − R⃗j and correspondingly on wave vectors k̃ that
diagonalize that part of the problem. Now to invert the
relation between this G′

0(iω) and the bath parameters for
the next iteration we minimize

d =
∑

ωn,µ,ν

∣

∣

∣

(

G′−1
0 (iωn) − G−1

0 (iωn)
)

µν

∣

∣

∣

2
. (3)

The lattice Green function G(k, iωn) is obtained from

G(k, iωn) =
1

Nc

∑

µν

eik·(r⃗µ−r⃗ν)

×

[

1

iωn + µ − t(k̃) − Σ(iωn)

]

µν

, (4)

where Σ(iωn) is the converged cluster self-energy, k is any
vector in the original Brillouin zone and µ, ν label cluster
sites. All quantities plotted in this paper are derived
from this lattice Green function. This is different from
the periodization of the self-energy in Refs. [2, 4, 11].

Since spectra in and near a Mott insulator are expected
to be highly singular, we used the exact diagonalization
method [12] to solve the cluster-bath Hamiltonian (Eq. 1)
at zero temperature. This has the advantages of comput-
ing dynamical quantities directly in real frequency and of
treating the large U regime without difficulty. The self-
consistency condition (Eq. 2) was imposed on the imagi-
nary frequency axis with a cutoff frequency larger than all

FIG. 1: Density of states N(ω) at half-filling (n = 1) for
several values of U . The dashed curves are N(ω) with AF
long-range order.

the bath energies. In the present study we used Nc = 4
sites for the cluster (minimum number of sites reflecting
the full square lattice symmetry) and Nb = 8 sites for
the bath. Four-fold symmetry of the cluster leads to four
independent bath parameters. All energies are measured
in units of t. Results are plotted with a broadening pa-
rameter of 0.1t.

In order to see how the Mott transition occurs in the
presence of short-range correlations and how the differ-
ences between short- and long-range correlation effects
evolve with interaction strength, we present in Fig. 1
the density of states N(ω) as computed from the para-
magnetic (P) (solid curves) and the antiferromagnetic
(AF) (dashed curves) states at half-filling (n = 1). The
two states (P and AF) are selected by imposing appro-
priate constraints on the bath parameters. When the
correlation length is larger than the size of a cluster,
long-range effects in the single-particle spectrum are ex-
pected to be well described by the solution with the cor-
responding long-range order. The difference between the
two solutions at low energies is largest at weak coupling
(U = 4t, 5t) and decreases at strong coupling (U ! 8t).
In the weak coupling case, N(ω) has only a small dip at
the Fermi energy compared to the AF solution, indicat-
ing that short-range correlations available in a cluster of
size Nc = 4 are not long enough to lead to an insulating
gap [13, 14]. As U is increased to 6t, two sharp bands
begin to develop at the gap edge and become well sep-
arated from the Hubbard bands centered around ±U/2.
At this strength of U , the two solutions (P and AF) start
approaching each other at low energies. When U = 8t,
an insulating gap is well defined between the low energy
inner bands, and long-range correlations (dashed curve)
sharpen these bands but they stay essentially at the same
energy. Thus short-range correlations begin to dominate
the low energy Physics at intermediate to strong cou-
pling. At this value of U the low energy inner bands
are clearly distinguished from the Hubbard bands com-
ing from purely local correlations. Since these bands are
missed in the single site DMFT [15] and smoothly evolve
into sharp spin density wave-like bands when AF spin
order is allowed, they are attributed to short-range spin
correlations. When U is further increased beyond the
bandwidth of 8t (not shown), the size of the insulating
gap increases, but the relative shape and position of the
inner and the Hubbard bands are unchanged.

Next we investigate the evolution of a Mott-Hubbard
insulator into a correlated metal upon a small electron
doping at U = 8t. It is clear at half-filling (Fig. 2(a))
that A(k⃗, ω) (and also N(ω) in Fig. 1) shows four sig-
nificant features near (0, π) and (π/2, π/2). The four
peak structure in A(k⃗, ω) was previously found by Moreo
et al. [16] and Preuss et al. [17] in their high resolution
Quantum Monte Carlo (QMC) results for the half-filled
2D Hubbard model. As will be shown shortly, the ex-
istence of the additional bands apart from the Hubbard
ones turns out to be crucial for the systematic physical
picture of the pseudogap phenomenon.
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FIG. 2: Spectral function A(k⃗, ω) along some symmetry directions in the paramagnetic (upper row) and the AF (lower row)
states for several small dopings with U = 8t. The dashed lines represent the Fermi energy.

The most striking feature of even a tiny doping into a
Mott-Hubbard insulator (Fig. 2(b) and (c)) is that one
of the inner bands at ω > 0 seems to disappear imme-
diately while the Fermi energy jumps to the other band
that persists at ω < 0. Some of the weight is trans-
ferred near the Fermi energy at ω > 0 [18]. Further-
more, one already sees here the pseudogap phenomenon.
Especially for n = 0.94, one clearly sees that the peak
dispersing from low binding energy near (π/2, π/2) be-
comes sharper close to the Fermi energy while near (π, 0)
the corresponding peak becomes broader and less intense.
The Fermi energy tends to sit towards a minimum in-
stead of a maximum near that point. The suppression
of weight near the Fermi energy eventually disappears
at about 20% doping. The appearance of a low energy
peak together with one at high binding energy is con-
sistent with exact diagonalization results for the t − J
model [16, 19]. We also show clear differences between
the momentum resolved spectra of the paramagnetic and
the AF states. The main differences for the AF case at
half-filling (Fig. 2(d)) are that the low energy bands are
more intense than in the paramagnetic state (Fig. 2(a))
and that they bend back near (0, π) and near (π/2, π/2),
reflecting the underlying AF symmetry. The results of
Fig. 2(d) are strikingly similar to those obtained in a 10
site V-CPT calculation [20]. The more drastic differences
between the paramagnetic and AF solutions occur at fi-
nite doping. While in both cases the Fermi level immedi-
ately jumps to the closest low energy band upon doping,
Figs. 2(e) and (f) [21] show that, in the AF solution, the
four peak structure is preserved and the excitations at
the Fermi energy are quite sharp.
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FIG. 3: Density of states N(ω) for several doping levels with
U = 8t. The solid, dotted, dashed, and long-dashed curves
correspond to n = 0.96, 0.9, 0.84, and 0.74, respectively. The
inset shows N(ω) near the Fermi energy.

Fig. 3 shows the density of states N(ω) for several dop-
ings. The pseudogap found here (inset) occurs over a
scale 0.3t − 0.4t and vanishes for large enough doping
in agreement with previous works [22, 23]. However, we
have checked that at large U the scale of the pseudogap,
as defined by the distance between the peaks closest to
zero in Fig. 3, is almost independent of U in agreement
with Ref. [24]. It does not scale as J , contrary to Ref. [23].
Furthermore, the pseudogap size increases with decreas-
ing doping, consistent with several recent experiments
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more intense than in the paramagnetic state (Fig. 2(a))
and that they bend back near (0, π) and near (π/2, π/2),
reflecting the underlying AF symmetry. The results of
Fig. 2(d) are strikingly similar to those obtained in a 10
site V-CPT calculation [20]. The more drastic differences
between the paramagnetic and AF solutions occur at fi-
nite doping. While in both cases the Fermi level immedi-
ately jumps to the closest low energy band upon doping,
Figs. 2(e) and (f) [21] show that, in the AF solution, the
four peak structure is preserved and the excitations at
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Fig. 3 shows the density of states N(ω) for several dop-
ings. The pseudogap found here (inset) occurs over a
scale 0.3t − 0.4t and vanishes for large enough doping
in agreement with previous works [22, 23]. However, we
have checked that at large U the scale of the pseudogap,
as defined by the distance between the peaks closest to
zero in Fig. 3, is almost independent of U in agreement
with Ref. [24]. It does not scale as J , contrary to Ref. [23].
Furthermore, the pseudogap size increases with decreas-
ing doping, consistent with several recent experiments

• DCA, 16 sites, U=8t,

!=2) are not conditioned by the (0,!) PG, being present in
both electron and hole-doped systems.

Differences between the hole and electron doped spectra
are illustrated in Figs. 2(d)–2(f). The high energy features
at zone center [Fig. 2(d)] and zone corner [Fig. 2(e)] are
strongly influenced by t0. It is interesting that the position
of these features seems to follow the noninteracting band
structure, the energy difference between the noninteracting
states at these points being about 8jt0j. A fundamental dif-
ference between the electron and hole-doped spectra at (0,
!) is shown in Fig. 2(f). The hole-doped spectra exhibits a
strong gap whereas the electron doped spectra has an in-
tense peak. It is also worth looking at the t0!0 case, shown
in the figure with dotted line, where a PG is present but
much less developed than the one for t0 ! "0:3t. Notice
that even for the hole-doped case (i.e., t0 < 0) the magni-
tude of t0 has a strong influence on symmetry with respect
to zero energy of the density of states, which we believe to
be important for interpreting tunneling experiments.

Aside from the depletion of DOS at the chemical poten-
tial, the PG is also associated with the suppression of the
low-energy spin excitation [26]. For both electron and
hole-doped cases we find that the static spin susceptibility
at q ! #0; 0$ is strongly suppressed at temperatures below
T% & 0:24t, see Fig. 4(a). The momentum dependence of
the dynamical spin susceptibility exhibits a dispersion
similar to magnon dispersion in the undoped antiferromag-
nets, with zero energy excitations at q ! #0; 0$ and q !
#!;!$, and gapped excitations at other q points in the BZ.
For instance in Fig. 3(b) we show the imaginary part of the
dynamical spin susceptibility, "00#q;!$=! at q ! #0;!=2$.
In the electron doped case the position of the peak is found
at larger energy which can be interpreted as a larger
effective exchange interaction J and is consistent with
stronger AF. What is interesting is that the suppression of
the spin excitations and the formation of the remnant
magnon peaks in "00#q;!$=! is concomitant with the
development of the gap in the single-particle spectrum at

(!, !=2) [see Fig. 3(a)] and not necessarily imply a PG at
(0, !), observed only in the hole-doped case, or elsewhere
in the proximity of Fermi surface. However, the hole-
doped PG at (0, !) is also coincident with the appearance
of the remnant magnon peaks, indicating a short range AF
correlations origin.

The spin excitation spectra are qualitatively similar for
the electron and hole-doped cases, but with a stronger
suppression at low energy in the hole-doped case even
though the AF is weaker. The largest difference can be
observed at q ! #!=2;!=2$ where at T ! 0:12t the hole-
doped spectra show a well developed gap whereas the
electron doped one just starts to form [see Fig. 3(c)].
This difference is a result of the corresponding differences
in the ARPES, as can be concluded from Fig. 3(d). Here the
random phase approximation (RPA) using the calculated
A#k;!$ was employed for the calculation of the spin
susceptibility. In this approximation the hole-doped spin
susceptibility at (!=2, !=2) is gapped due to the gap at (0,
!) in the DOS which suppresses the excitations between
the antinodal and the nodal points, unlike the electron
doped susceptibility which is peaked at low-energy.

Antiferromagnetic solution.—In Fig. 4(b), we compare
A#k;!$ for AF and PM cases. Here, a gap is obtained for
the AF electron doped case close to (!=2, !=2) in the BZ,
in agreement with the experimental findings [5]. This gap
is an AF gap and requires long-range AF correlations. The
short range AF correlations, of the order of a few lattice
constants, are not sufficient to produce it. However, it is
possible the PG to also appear in the PM state in large
enough clusters that allow for long-range AF correlations.
This conclusion is similar to the weak-coupling PG mecha-
nism predictions [14,27], even though in our case U ! W.
The hopping t0 enhances the antiferromagnetism in the
electron doped systems, producing the gap. Presumably
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FIG. 3. 5% doping, hole-doped (full line) and electron doped
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(b) Low-energy dynamical spin susceptibility "00#q;!$=! at
q ! #0;!=2$. The suppression of the spin excitations starts at
the same temperature with the depletion of DOS at (!, !=2), see
dotted lines. (c) "00#q;!$=! at q ! #!=2;!=2$. (d) RPA results
for "00#q;!$=! at q ! #!=2;!=2$.
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!=2) are not conditioned by the (0,!) PG, being present in
both electron and hole-doped systems.

Differences between the hole and electron doped spectra
are illustrated in Figs. 2(d)–2(f). The high energy features
at zone center [Fig. 2(d)] and zone corner [Fig. 2(e)] are
strongly influenced by t0. It is interesting that the position
of these features seems to follow the noninteracting band
structure, the energy difference between the noninteracting
states at these points being about 8jt0j. A fundamental dif-
ference between the electron and hole-doped spectra at (0,
!) is shown in Fig. 2(f). The hole-doped spectra exhibits a
strong gap whereas the electron doped spectra has an in-
tense peak. It is also worth looking at the t0!0 case, shown
in the figure with dotted line, where a PG is present but
much less developed than the one for t0 ! "0:3t. Notice
that even for the hole-doped case (i.e., t0 < 0) the magni-
tude of t0 has a strong influence on symmetry with respect
to zero energy of the density of states, which we believe to
be important for interpreting tunneling experiments.

Aside from the depletion of DOS at the chemical poten-
tial, the PG is also associated with the suppression of the
low-energy spin excitation [26]. For both electron and
hole-doped cases we find that the static spin susceptibility
at q ! #0; 0$ is strongly suppressed at temperatures below
T% & 0:24t, see Fig. 4(a). The momentum dependence of
the dynamical spin susceptibility exhibits a dispersion
similar to magnon dispersion in the undoped antiferromag-
nets, with zero energy excitations at q ! #0; 0$ and q !
#!;!$, and gapped excitations at other q points in the BZ.
For instance in Fig. 3(b) we show the imaginary part of the
dynamical spin susceptibility, "00#q;!$=! at q ! #0;!=2$.
In the electron doped case the position of the peak is found
at larger energy which can be interpreted as a larger
effective exchange interaction J and is consistent with
stronger AF. What is interesting is that the suppression of
the spin excitations and the formation of the remnant
magnon peaks in "00#q;!$=! is concomitant with the
development of the gap in the single-particle spectrum at

(!, !=2) [see Fig. 3(a)] and not necessarily imply a PG at
(0, !), observed only in the hole-doped case, or elsewhere
in the proximity of Fermi surface. However, the hole-
doped PG at (0, !) is also coincident with the appearance
of the remnant magnon peaks, indicating a short range AF
correlations origin.

The spin excitation spectra are qualitatively similar for
the electron and hole-doped cases, but with a stronger
suppression at low energy in the hole-doped case even
though the AF is weaker. The largest difference can be
observed at q ! #!=2;!=2$ where at T ! 0:12t the hole-
doped spectra show a well developed gap whereas the
electron doped one just starts to form [see Fig. 3(c)].
This difference is a result of the corresponding differences
in the ARPES, as can be concluded from Fig. 3(d). Here the
random phase approximation (RPA) using the calculated
A#k;!$ was employed for the calculation of the spin
susceptibility. In this approximation the hole-doped spin
susceptibility at (!=2, !=2) is gapped due to the gap at (0,
!) in the DOS which suppresses the excitations between
the antinodal and the nodal points, unlike the electron
doped susceptibility which is peaked at low-energy.

Antiferromagnetic solution.—In Fig. 4(b), we compare
A#k;!$ for AF and PM cases. Here, a gap is obtained for
the AF electron doped case close to (!=2, !=2) in the BZ,
in agreement with the experimental findings [5]. This gap
is an AF gap and requires long-range AF correlations. The
short range AF correlations, of the order of a few lattice
constants, are not sufficient to produce it. However, it is
possible the PG to also appear in the PM state in large
enough clusters that allow for long-range AF correlations.
This conclusion is similar to the weak-coupling PG mecha-
nism predictions [14,27], even though in our case U ! W.
The hopping t0 enhances the antiferromagnetism in the
electron doped systems, producing the gap. Presumably
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CDMFT 2x2 : Widom line scenario

• CDMFT 2x2 solution, normal phase.
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transitions, as has been verified at half-filling20. As in any cluster mean-
field theory (dynamical or not), we can study the normal-state phase of
the model by suppressing long-range magnetic, superconducting or
other types of order while retaining the short-range correlations.
Previous works based on this theoretical framework have shown that
a pseudogap appears close to a Mott insulator, as a result of short-range
correlations7,18,21,22. But it is only with recent theoretical and com-
putational advances23 that detailed results in the low temperature
region of the phase diagram can be obtained.

Recently, we used cellular dynamical mean-field theory on a 232
plaquette to demonstrate that a first-order transition inhabits the
finite doping part of the normal-state phase diagram of the model12,13.
That first-order transition occurs along a coexistence line between
two types of metals and ends at a critical point (Tp,mp) (see T 2 m
phase diagram in Fig. 1a). Here we show that the pseudogap is the
low-doping phase whose characteristic temperature T* can be inter-
preted as the Widom line.

The Widom line is defined as the line where the maxima of dif-
ferent thermodynamic response functions touch each other asymp-
totically as one approaches the critical point14. The maxima become
more pronounced on approaching Tp, diverging at Tp. Fig. 1b shows
the chemical potential dependence of the charge compressibility k 5
1/n2(dn/dm)T for several temperatures above Tp. Far above Tp, k
develops a maximum that increases and moves to higher doping with
decreasing temperatures, indicating that the charge compressibility
diverges at the critical point. The loci of the charge compressibility
maxima, maxjmk, are shown in Fig. 1a and give an estimate of the
Widom line.

Crossing of the Widom line involves drastic changes in the
dynamics of the system, as indicated in previous investigations on
the phase diagram of fluids14,24. Similarly, here we show that the
pseudogap, as seen in the single-particle density of states and in
the zero frequency spin susceptibility, arises at high temperature
from crossing the Widom line that radiates out of the critical point.

Identification of T* on the basis of the local density of states. First
we study the development of the pseudogap in the local density of
states A(v), which can be accessed by tunnelling or photoemission
spectroscopy, along paths at constant temperature or at constant
doping. Figs. 2(a,c) show the evolution of the density of states with
doping at a fixed temperature above and below Tp respectively. In the
Mott insulating state, at d 5 0, the density of states consists of lower
and upper Hubbard bands separated by a correlation gap. Upon hole
doping, there is a dramatic transfer of spectral weight from high to
low frequency, as a consequence of strong electronic correlations.
The low frequency part of A(v) develops a pseudogap, i.e. a
depression in spectral weight, between a peak just below the Fermi
level and a peak above the Fermi level. The pseudogap exhibits a two-
peak profile that is highly asymmetric22, reflecting the large particle-
hole asymmetry observed experimentally25. Upon increasing doping,
the particle-hole asymmetry decreases, the spectral weight inside the
pseudogap gradually fills in, and the distance between the two peaks
slightly decreases. Finally, at a temperature-dependent doping, the
pseudogap disappears and a rather broad peak appears in the density
of states which narrows with increased doping. The change from
pseudogap to correlated Fermi liquid behavior occurs either by a
first-order transition when T , Tp, with a discontinuous change in
A(v), or by a crossover when T . Tp. We obtain T*(d) from the
inflection point in A(v 5 0)(d) at finite doping (see Figs. 2(b,d)).

Figs. 2(e,g) show the temperature evolution of the density of states
at constant doping. In Fig. 2(g) above dp (below mp), there is no
pseudogap, only a peak around v 5 0 that broadens with increasing
temperature13,22. By contrast, in Fig. 2(e) below dp (above mp), the
effect of increasing the temperature is to gradually fill the pseudogap,
without decreasing the peak-to-peak distance. We identify the dis-
appearance of the pseudogap in the spectrum by the inflection in A(v
5 0)(T) (see Fig. 2(f) and Supplementary Fig. S1). We will discuss
later the evolution with doping of T*, but the absence of pseudogap
for d . dp, already allows us to conclude that T* appears as a bridge
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Figure 1 | Phase diagram and Widom line. (a), temperature T - chemical potential m phase diagram of the two-dimensional Hubbard model in the
normal-state obtained by cellular dynamical mean-field theory. We take units where a 5 t 5 5 kB 5 1. Here, U 5 6.2 . UMIT < 5.95 necessary to create
a Mott insulator at half filling (m 5 0). The phase transition between two metals, the pseudogap and the correlated Fermi liquid, occurs along the
coexistence line (dashed green line) that ends at the critical point (mp, Tp) 5 (20.707, 1/65) (orange circle). The coexistence line is bounded by the
spinodals (blue lines with squares). The phase boundaries are obtained from scans at constant T monitoring the behavior of the occupation n versus m12,13.
The onset of the Mott insulator (black line with squares) is defined by a plateau in the occupation at n 5 1. The compressible, metallic, regions have n , 1.
Below Tp, the particle occupation n changes discontinuously at the spinodal lines, indicating the first-order transition. The green coexistence line and the
extrapolations to T 5 0 are a guide to the eye. The Widom line, i.e. the line where the maxima of different response functions converge, extends the
coexistence line above Tp. We estimate this line by the loci of charge compressibility maxima maxmk, where k 5 1/n2(dn/dm)T (red line with triangles). (b)
Semi-logarithmic plot of the charge compressibility k versus chemical potential m for several temperatures above Tp, obtained by numerical derivative of
the filling with respect to the chemical potential. The loci of maxima of k are plotted in the T – m plane in (a). The value at the maximum increases as T
decreases, indicating the divergence of k at the critical point. This is analog to the diverging charge compressibility at the Mott critical point33 or at the
liquid-gas transition.
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related to the opening of the Mott gap (Fig. 4). Finally, the peak to
peak distance for the pseudogap does not extrapolate, as d R 0, to the
Mott gap, just as is observed in experiment30.

T* as the Widom line. Now we move to the relationship between the
pseudogap and the Widom line emanating from the critical point at
finite doping. Fig. 4 shows in the T 2 d plane the doping evolution of
the various T*, identified above as inflection points in A(v 5 0)
along constant T or constant d paths, and as inflection points in
x(T) and Probsinglet(T) at constant d. The different T* lines for the
pseudogap move closer to each other along the Widom line as we
approach the critical endpoint. The interrelation between T* and
Widom line is our main finding. Therefore our work shows that
the dynamic crossover associated with the buildup of the pseu-
dogap is concomitant with a crossover in the thermodynamic
quantities, as observed in supercritical fluids. The organizing
principle of these phenomena is the Widom line. One can thus
interpret T* as the Widom line, or, equivalently, consider the
Widom line as a thermodynamic signal of T*. Our results suggests
that all indicators (both thermodynamic and dynamic) of the
pseudogap temperature scale T* should approach each other with
increasing doping, joining a critical endpoint of a first-order
transition, which thereby appears as the source of anomalous
behavior. In this view, pseudogap and strongly correlated Fermi
liquid are separated from each other at low temperature by a first-
order transition and are thus two distinct states of matter, just as
liquid and gas are two distinct states, or phases.

Discussion
Common theories to explain the pseudogap phase include the pres-
ence of rotational and/or spatial broken-symmetry phases as an
essential ingredient. By contrast, in our approach the pseudogap is
a consequence of large screened Coulomb repulsion that leads to
strong singlet correlations in two dimensions reminiscent of resonat-
ing valence bond physics27. Competing phases are not necessary to
obtain a pseudogap. The pseudogap phase can however be unstable
to such phases. We therefore provide a new and generic mechanism
for the pseudogap in doped Mott insulators, according to which the
pseudogap state is a new state of matter, whose characteristic tem-
perature T* corresponds to the Widom line arising above a first-
order transition.

The Mott transition is often masked by broken-symmetry states.
Similarly, our finite-doping transition is masked by the supercon-
ducting phase for instance31. Nevertheless the rapid crossover be-
tween pseudogap and metallic phases observed above the broken-
symmetry states is accessible and can be controlled by the Widom
line. Such rapid change in dynamics is a hallmark of the Widom
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Figure 3 | T* from spin susceptibility and plaquette eigenstates. (a), probability of the following plaquette eigenstates as a function of temperature, for
several values of doping: the singlet | N 5 4, S 5 0, K 5 (0, 0)æ and the triplet | N 5 4, S 5 1, K 5 (p, p)æ (squares and triangles respectively), where N, S, K
are the number of electrons, the total spin and the cluster momentum of the plaquette eigenstate. (b), the zero-frequency spin susceptibility
x Tð Þ~

Ð b
0 Sz tð ÞSz 0ð Þh idt as a function of temperature for several values of doping. Sz is the projection of the total spin of the plaquette along the z

direction. The inflection point of these curves as a function of T, marked by a solid symbol, is our estimate of T*. Data are for U 5 6.2.
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diagram). The pseudogap temperature scale T* is computed from the
inflection point along paths at constant d of A(v 5 0)(line with green
circles), x(T) (magenta circles) and Probsinglet(T) (cyan circles). The
T* line appears as soon as the Mott insulator is doped and joins the critical
endpoint (Tp, dp) (orange circle) of a first-order transition away from half-
filling, closely following the Widom line (red line with triangles) that
emanates from the critical endpoint. The critical point moves to large
doping and low temperatures with increasing U12,13. The hatched region
corresponds to the instability region bounded by the spinodals.
Extrapolations to T 5 0 are a guide to the eye. On the right vertical axis we
convert into physical units by using t 5 0.35 eV.
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3

that the properties of each region will be described by
one orbital of the effective impurity model. More pre-
cisely, we choose the minimal set of two patches of equal
area P+ and P− represented in Fig. 1: P+ is a central
square centered at momentum (0, 0) and containing the
nodal region; the complementary region P− extends to
the edge of the BZ and contains in particular the antin-
odal region and the (π, π) momentum. On Fig. 2, we also
present the partial density of state of both patches.
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P
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-

FIG. 1: (Color online) The Brillouin zone is divided into two
patches P+ (inside the inner blue square) and P− (between
the two squares). The dotted line is the free (U = 0) Fermi
surface at δ = 0.1 for t′/t = −0.3. P+ (resp. P−) encloses the
nodal (resp. antinodal) region.
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FIG. 2: (Color online) Partial density of states of the two
patches P+ (solid blue curve with circles) and P− (solid
red curve with squares), and total density of states (dashed
curve); t′/t = −0.3.

It is important to check that the main qualitative re-
sults of our approach are independent of the precise shape
of the patches. We will discuss this point in Sec. III E,
and show that indeed our results are qualitatively similar
for a family of patches in which the P+ patch encloses a
variable part of the bare Fermi surface around the nodal

point. Moreover, we have also considered another clus-
ter method, cellular-DMFT (CDMFT),4,18 and obtained
qualitatively similar results. Because two-site CDMFT
breaks the lattice square symmetry, we focus here on a
generalized DCA approach.

Following the DCA construction (see also Ap-
pendix A), we associate a momentum-independent self-
energy Σ±(ω) to each patch of the Brillouin zone. This
self-energy is then identified with the Fourier transform
of the cluster self-energy of a two-site cluster of Ander-
son impurities embedded in a self-consistent bath. This
two-site Anderson impurity model is given by

Seff = −
∫∫ β

0
dτdτ ′

∑

a,b=1,2
σ=↑,↓

c†aσ(τ)G−1
0,ab(τ, τ

′)cbσ(τ ′)

+

∫ β

0
dτU

∑

a=1,2

na↓na↑(τ) (3)

G−1
0ab(iωn) = (iωn + µ)δab − t̄(1 − δab) − ∆ab(iωn), (4)

where a, b = 1, 2 is the site index, U is the on-site inter-
action, ∆ is the hybridization function with a local com-
ponent ∆11(ω) = ∆22(ω) and an inter-site one ∆12(ω).
We choose a convention in which the hybridization ∆
vanishes at infinite frequencies and therefore denote the
constant term separately (t̄). Since we restrict ourselves
to paramagnetic solutions, we dropped the spin depen-
dence of G0, ∆ and t̄. The self-consistency condition de-
termines both ∆ and t̄ and is written in the Fourier space
of the cluster, which in this case reduces to the even and
odd orbital combinations c†±σ = (c†1σ ± c†2σ)/

√
2:

ΣK(iωn) =G0K(iωn)−1 − GK(iωn)−1 (5)

GK(iωn) =
∑

k∈PK

1

iωn + µ − εk − ΣK(iωn)
. (6)

In this expression, momentum summations are normal-
ized to unity within each patch, and the index K = ±
refers both to the inner/outer patch index and to the
even/odd orbital combinations of the two-impurity prob-
lem. t̄ is determined by the 1/ω2 expansion of the previ-
ous equations, leading to

t̄ =
∑

k∈P+

εk = −
∑

k∈P−

εk. (7)

The impurity model has the same local interaction as the
original lattice model: This is a consequence of the fact
that both patches have equal surface (see Appendix A).

As usual in the DMFT problems, the quantum impu-
rity model (3) can be rewritten in a Hamiltonian form,
i.e. as the Hamiltonian for a dimer coupled to a self-
consistent bath

H = Hdimer + Hbath, (8)
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• Two patches patches P+, P- (of equal volume)
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Inner patch P+ : Nodes

Outer patch P- : Antinodes

Free Fermi surface

2-patch DCA

Two-site Anderson impurity model

1

Bath     

2
Even (bonding) orbital 1+2 ↔ nodal patch

Odd (antibonding) orbital 1-2  ↔ antinodal patch

µ = 1, 2

c± = (c1 ± c2)/
⇥

2



 Selective Mott transition in k-space

• At high doping/temperature, DMFT not corrected by cluster terms.

• Around 16%, orbital corresponding to outer patch P- becomes 
insulating : μ - Σ_(0) reaches the band edge of P- patch

• Quasi-particles only exists in the inner patch

• Effective band transition at low energy
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2

and t′/t = −0.3, which are values commonly used for
modeling hole-doped cuprates in a single-band frame-
work. All energies (and temperatures) are expressed
in units of D = 4t = 1, and the doping is denoted
by δ. We use a two-site effective Anderson impurity
problem, involving the on-site interaction U and two hy-
bridization functions: a local one ∆11(ω) = ∆22(ω) and
an inter-site one ∆12(ω), which are self-consistently de-
termined by relating the two-impurity problem to the
original lattice one. We have investigated several such
embeddings, both of the dynamical cluster approxima-
tion (DCA) and cellular-DMFT (CDMFT) type [4, 12]
with similar results. Here, we focus on a somewhat gen-
eralized form of the DCA embedding, which preserves
the symmetries of the square lattice, in which the Bril-
louin zone is decomposed into two patches of equal sur-
face: a central square (denoted P+) centered at momen-
tum (0, 0) and the complementary region (P−) extend-
ing to the edge of the BZ and containing in particular
the (π, π) momentum. From the lattice Green’s func-
tion, two coarse-grained Green’s functions in momen-
tum space are constructed: G±(ω) =

∑
k∈P±

G(k, ω)

(with momentum summations normalized to unity within
each patch). Following the DCA construction, the in-
ner (resp. outer) patch self-energy is associated with the
even- (resp. odd) parity self-energy of the two-impurity
effective problem, i.e to the even (resp. odd) orbital com-
binations (c†1 ± c†2)/

√
2. Indeed, the states close to (0, 0)

have more bonding character while those close to (π, π)
have more antibonding character. The self-consistency
condition reads: GK(ω) =

∑
k∈PK

[ω+µ−εk−ΣK(ω)]−1.
In this expression, the index K = ± refers both to the in-
ner/outer patch index and to the even/odd orbital combi-
nations. We solve the self-consistent two-impurity prob-
lem using both continuous-time quantum Monte Carlo
(CTQMC) [20] which sums the perturbation theory in
∆ab(iωn) on the Matsubara axis, and an approximate
method geared at low-energy properties: the rotation-
ally invariant slave-boson formalism (RISB) presented
in [19]. The RISB method introduces slave-boson ampli-
tudes φΓn, a density matrix connecting the eigenstates
|Γ⟩ of the isolated dimer to the quasiparticle Fock states
|n⟩, determined by minimizing (numerically) an energy
functional.

In Fig. 1, we display the real part of the even- and
odd-orbital self-energy at zero frequency, as determined
by both methods, as a function of δ. We find a rather re-
markable agreement between the CTQMC solution and
the low-energy RISB. The two orbitals behave in a simi-
lar way at high doping δ ! 25%. Below this doping level,
we observe an onset of orbital differentiation, which is a
manifestation of momentum differentiation in the lattice
model. This differentiation increases as δ is reduced, un-
til a transition is reached at δ ≃ 16% (in CTQMC). At
this characteristic doping, µ − Σ ′
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FIG. 1: (Color online) Left: real part of Σ±(0) as a function of
doping level, computed with RISB (lines) and CTQMC (sym-
bols). µ − Σ ′

−(0) (diamonds) reaches the odd-orbital band
edge (dotted line), which becomes empty at low energy be-
low δ ∼ 16%. Right: statistical weights of the various dimer
cluster eigenstates. S is the intra-dimer singlet, 1+ the (spin-
degenerate) state with one electron in the even orbital, E the
empty state and T the intra-dimer triplet. β = 100.

edge corresponding to the odd orbital, and the latter be-
comes empty at low energy and remains so for all lower
dopings. G(k, ω) no longer has poles at ω = 0 in the
outer patch, and low-energy quasiparticles exist only in-
side the inner patch. Hence, at low doping, momentum-
space differentiation becomes strong and manifests itself
as an orbital-selective transition in VB-DMFT.

In order to gain further qualitative insight, we also
plot in Fig. 1 (right part) the statistical weight of several
cluster eigenstates |Γ⟩, given within slave bosons by the
amplitude pΓ =

∑
n |φΓn|2. We compare it to a simi-

lar estimate [21] from CTQMC. The agreement between
CTQMC and RISB is again very good, and even quanti-
tative for the two states with highest weights. At large
doping, the empty state and the two spin-degenerate
states with one electron in the even orbital dominate, as
expected. As doping decreases, these states lose weight
and the intra-dimer singlet prevails, reflecting the strong
tendency to valence-bond formation. The states with
immediately lower weights are the one-electron states
and the valence-bond breaking triplet excitation which
dominates over the empty state. Therefore, the orbital
(momentum) differentiation at low doping is governed by
intra-dimer singlet formation, reminiscent of the singlet
regime of the two-impurity Anderson model.

The gaping of the odd orbital (outer patch) is actu-
ally a crude description of the pseudogap phenomenon.
To illustrate this, we compute the tunneling conduc-
tance dI/dV as a function of voltage V . This calcula-
tion is made possible by the high quality, low-noise, of
the CTQMC results on the Matsubara axis, allowing for
reliable analytical continuations to the real axis at low
and moderate energy, using simple Padé approximants.
The conductance is displayed on Fig. 2 together with
the gap ∆ in the odd Green’s function, obtained from
∆ = Σ ′

−(∆) + εmin − µ, with εmin the lower edge of the
band dispersion εk in the outer patch. Note the overall

β=200

band edge of  
 P- patch

3

that the properties of each region will be described by
one orbital of the effective impurity model. More pre-
cisely, we choose the minimal set of two patches of equal
area P+ and P− represented in Fig. 1: P+ is a central
square centered at momentum (0, 0) and containing the
nodal region; the complementary region P− extends to
the edge of the BZ and contains in particular the antin-
odal region and the (π, π) momentum. On Fig. 2, we also
present the partial density of state of both patches.
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FIG. 1: (Color online) The Brillouin zone is divided into two
patches P+ (inside the inner blue square) and P− (between
the two squares). The dotted line is the free (U = 0) Fermi
surface at δ = 0.1 for t′/t = −0.3. P+ (resp. P−) encloses the
nodal (resp. antinodal) region.
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FIG. 2: (Color online) Partial density of states of the two
patches P+ (solid blue curve with circles) and P− (solid
red curve with squares), and total density of states (dashed
curve); t′/t = −0.3.

It is important to check that the main qualitative re-
sults of our approach are independent of the precise shape
of the patches. We will discuss this point in Sec. III E,
and show that indeed our results are qualitatively similar
for a family of patches in which the P+ patch encloses a
variable part of the bare Fermi surface around the nodal

point. Moreover, we have also considered another clus-
ter method, cellular-DMFT (CDMFT),4,18 and obtained
qualitatively similar results. Because two-site CDMFT
breaks the lattice square symmetry, we focus here on a
generalized DCA approach.

Following the DCA construction (see also Ap-
pendix A), we associate a momentum-independent self-
energy Σ±(ω) to each patch of the Brillouin zone. This
self-energy is then identified with the Fourier transform
of the cluster self-energy of a two-site cluster of Ander-
son impurities embedded in a self-consistent bath. This
two-site Anderson impurity model is given by

Seff = −
∫∫ β

0
dτdτ ′

∑

a,b=1,2
σ=↑,↓

c†aσ(τ)G−1
0,ab(τ, τ

′)cbσ(τ ′)

+

∫ β

0
dτU

∑

a=1,2

na↓na↑(τ) (3)

G−1
0ab(iωn) = (iωn + µ)δab − t̄(1 − δab) − ∆ab(iωn), (4)

where a, b = 1, 2 is the site index, U is the on-site inter-
action, ∆ is the hybridization function with a local com-
ponent ∆11(ω) = ∆22(ω) and an inter-site one ∆12(ω).
We choose a convention in which the hybridization ∆
vanishes at infinite frequencies and therefore denote the
constant term separately (t̄). Since we restrict ourselves
to paramagnetic solutions, we dropped the spin depen-
dence of G0, ∆ and t̄. The self-consistency condition de-
termines both ∆ and t̄ and is written in the Fourier space
of the cluster, which in this case reduces to the even and
odd orbital combinations c†±σ = (c†1σ ± c†2σ)/

√
2:

ΣK(iωn) =G0K(iωn)−1 − GK(iωn)−1 (5)

GK(iωn) =
∑

k∈PK

1

iωn + µ − εk − ΣK(iωn)
. (6)

In this expression, momentum summations are normal-
ized to unity within each patch, and the index K = ±
refers both to the inner/outer patch index and to the
even/odd orbital combinations of the two-impurity prob-
lem. t̄ is determined by the 1/ω2 expansion of the previ-
ous equations, leading to

t̄ =
∑

k∈P+

εk = −
∑

k∈P−

εk. (7)

The impurity model has the same local interaction as the
original lattice model: This is a consequence of the fact
that both patches have equal surface (see Appendix A).

As usual in the DMFT problems, the quantum impu-
rity model (3) can be rewritten in a Hamiltonian form,
i.e. as the Hamiltonian for a dimer coupled to a self-
consistent bath

H = Hdimer + Hbath, (8)
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 ARPES intensity maps at Fermi level
• With “cumulant” interpolation...
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FIG. 21: (Color online) Comparison between the recon-
structed Σ(0,π) using M -interpolation (red solid line) and Σ-
interpolation (blue dashed line) in the dimer and the cluster
self-energy of the plaquette calculation at k = (0, π) (black
diamonds), for δ = 0.08 (upper panel) and δ = 0.16 (lower
panel) . β = 200.

reconstructed by interpolation, and as such is the most
direct test of the reconstructed momentum dependence.

B. Fermi arcs and momentum differentiation

We can now study momentum differentiation using the
M -interpolation. As we shall see, VB-DMFT indeed pro-
vides a simple description of momentum differentiation
as observed in ARPES experiments. This is illustrated
by the intensity maps of the spectral function A(k, 0)
displayed in Fig. 22. At very high doping δ ! 25% (not
shown), cluster corrections to DMFT are negligible and
the spectral intensity is uniform along the Fermi surface.
In contrast, as the doping level is reduced, momentum
differentiation sets in around the characteristic doping
at which the localization of the outer orbital takes place.
The intensity maps then display apparent “Fermi arcs”
at finite temperature with higher spectral intensity in the
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FIG. 22: (Color online) Intensity maps of the spectral func-
tion A(k, 0) for different doping levels obtained with M -
interpolation.

nodal direction in comparison to antinodes, in qualitative
agreement with experiments (see e.g. Refs. 13,61) and
earlier CDMFT calculations with larger clusters.23,24,29

The mechanism behind the suppression of spectral weight
at the antinodes at low doping is clearly associated, in
our results, to Mott localization and the importance of
singlet correlations. In technical terms, this is associated
with the large real part in Σ− = Σ(π, π) (cf. Fig. 3),
which induces a pseudogap in the antinodal orbital, and
with the large imaginary part of the self-energy in the
(π, 0) and (π, π) regions, which also contribute to the
suppression of spectral weight in the antinodal region.
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FIG. 23: (Color online) Left panel: Normalized intensity
A(φ, 0)/A(0, 0) along the Fermi surface vs the angle to the
diagonal of the Brillouin zone in degrees (φ = 0 is the node,
φ = ±45 the antinode). The nodal intensity A(0, 0) is 0.045
for δ=6%, 1.66 for δ=10% and 4.61 for δ=14%. β = 200.
Right panel: Angular dependence of the spectral weight along
the Fermi Surface in Ca2−xNaxCuO2Cl2 at x = 0.05 (black
diamonds), x = 0.10 (red squares), and x = 0.12 (blue cir-
cles) along with data from La2−xSrxCuO4 for x = 0.05 and
x = 0.10 (open symbols). Figure reprinted from Ref. 61
(Fig. 3b). Copyright 2005 by Science.

In order to compare this momentum-space differen-
tiation to experiments in a more quantitative manner,
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FIG. 21: (Color online) Comparison between the recon-
structed Σ(0,π) using M -interpolation (red solid line) and Σ-
interpolation (blue dashed line) in the dimer and the cluster
self-energy of the plaquette calculation at k = (0, π) (black
diamonds), for δ = 0.08 (upper panel) and δ = 0.16 (lower
panel) . β = 200.

reconstructed by interpolation, and as such is the most
direct test of the reconstructed momentum dependence.

B. Fermi arcs and momentum differentiation

We can now study momentum differentiation using the
M -interpolation. As we shall see, VB-DMFT indeed pro-
vides a simple description of momentum differentiation
as observed in ARPES experiments. This is illustrated
by the intensity maps of the spectral function A(k, 0)
displayed in Fig. 22. At very high doping δ ! 25% (not
shown), cluster corrections to DMFT are negligible and
the spectral intensity is uniform along the Fermi surface.
In contrast, as the doping level is reduced, momentum
differentiation sets in around the characteristic doping
at which the localization of the outer orbital takes place.
The intensity maps then display apparent “Fermi arcs”
at finite temperature with higher spectral intensity in the
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FIG. 22: (Color online) Intensity maps of the spectral func-
tion A(k, 0) for different doping levels obtained with M -
interpolation.

nodal direction in comparison to antinodes, in qualitative
agreement with experiments (see e.g. Refs. 13,61) and
earlier CDMFT calculations with larger clusters.23,24,29

The mechanism behind the suppression of spectral weight
at the antinodes at low doping is clearly associated, in
our results, to Mott localization and the importance of
singlet correlations. In technical terms, this is associated
with the large real part in Σ− = Σ(π, π) (cf. Fig. 3),
which induces a pseudogap in the antinodal orbital, and
with the large imaginary part of the self-energy in the
(π, 0) and (π, π) regions, which also contribute to the
suppression of spectral weight in the antinodal region.
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FIG. 23: (Color online) Left panel: Normalized intensity
A(φ, 0)/A(0, 0) along the Fermi surface vs the angle to the
diagonal of the Brillouin zone in degrees (φ = 0 is the node,
φ = ±45 the antinode). The nodal intensity A(0, 0) is 0.045
for δ=6%, 1.66 for δ=10% and 4.61 for δ=14%. β = 200.
Right panel: Angular dependence of the spectral weight along
the Fermi Surface in Ca2−xNaxCuO2Cl2 at x = 0.05 (black
diamonds), x = 0.10 (red squares), and x = 0.12 (blue cir-
cles) along with data from La2−xSrxCuO4 for x = 0.05 and
x = 0.10 (open symbols). Figure reprinted from Ref. 61
(Fig. 3b). Copyright 2005 by Science.

In order to compare this momentum-space differen-
tiation to experiments in a more quantitative manner,

• Maximum contrast around 10 %
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• nK(μ) : occupation of each patch

• 2 steps transition : at intermediate doping,C insulating, B is metallic. 
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For sector C on the negative ! !hole-doped" side a clear
crossing point at !#−1.5t is evident, separating a regime
where "G!" /2" increases as T is decreased from a region
where "G!" /2" decreases as T is decreased. We interpret the
crossing point as marking the chemical potential at which a
gap begins to open in sector C. We observe that for !#
−1.5t, "G!" /2" is substantially less than the Fermi-liquid
value but increases as T is decreased. This behavior is con-
sistent with the hypothesis of a Fermi-liquid state with very
large thermal corrections due to the divergence in the density
of states at the Van Hove point. At the temperatures available
to us the possibility of a marginal Fermi-liquid or non-Fermi-
liquid state in this parameter regime as proposed in Ref. 17
can neither be ruled out nor confirmed.

In sector B the identification of the transition point in the
doping case is more complicated !in the interaction-driven
case an analysis as in sector C is straightforward". As can be
seen from Fig. 3 !see also Fig. 11" a simple crossing point
does not occur in the "G!" /2" graph. Rather, one begins to
see a fan out from a temperature-independent set of curves.
Furthermore, in the range −1.3t$!$−0.9t "G!" /2" seems
to evolve !see also Fig. 11" as T is decreased to a value
which is temperature independent but less than the Fermi-
liquid value "G0!" /2,!eff". This is evidence for a non-

Fermi-liquid state. As the chemical potential is further in-
creased, evidence of a temperature-dependent decrease in
"G!" /2" becomes apparent, and by !=−0.5t a clear gap has
opened. Precisely locating the point at which the physics
changes from a gapless non-Fermi-liquid to a gapped state is
thus challenging but it is clear that the onset of gapped be-
havior in sector B occurs at a substantially higher chemical
potential than the onset of such behavior in sector C.

One may also consider density vs chemical-potential
curves such as those shown in Fig. 4. Interpretation is
complicated by two issues: first, if the gap is small then,
at the temperatures accessible to us, a substantial temperature
variation occurs. Second, while our data indicate that if
sector K has a gap, then at T=0 nK=1 /2, we see that the
density may approach the pinned value from above or below
depending on the value of the chemical potential. For these
reasons we do not use the nK data to identify phase bound-
aries.

Alternatively, the phase boundaries can be determined by
the evolution of the self-energy or inverse self-energy with
temperature. We chose not to use this method, as self-
energies in the sector-selective region display a strong tem-
perature dependence that can be analyzed more accurately by
considering the crossing point of "G!" /2".
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FIG. 3. !Color online" Upper panel: "G! "
2 " for sectors B !full

symbols" and C !empty symbols", at U / t=7 and t! / t=−0.15. The
strong temperature dependence in the sector-C curves arises from
the Van Hove divergence in the density of states. The crossing
points indicate the onset of gapping in the sectors. Lower panel:
same, for t! / t=−0.3.
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Singlet state dominates at low doping 45

β=200

2

and t′/t = −0.3, which are values commonly used for
modeling hole-doped cuprates in a single-band frame-
work. All energies (and temperatures) are expressed
in units of D = 4t = 1, and the doping is denoted
by δ. We use a two-site effective Anderson impurity
problem, involving the on-site interaction U and two hy-
bridization functions: a local one ∆11(ω) = ∆22(ω) and
an inter-site one ∆12(ω), which are self-consistently de-
termined by relating the two-impurity problem to the
original lattice one. We have investigated several such
embeddings, both of the dynamical cluster approxima-
tion (DCA) and cellular-DMFT (CDMFT) type [4, 12]
with similar results. Here, we focus on a somewhat gen-
eralized form of the DCA embedding, which preserves
the symmetries of the square lattice, in which the Bril-
louin zone is decomposed into two patches of equal sur-
face: a central square (denoted P+) centered at momen-
tum (0, 0) and the complementary region (P−) extend-
ing to the edge of the BZ and containing in particular
the (π, π) momentum. From the lattice Green’s func-
tion, two coarse-grained Green’s functions in momen-
tum space are constructed: G±(ω) =

∑
k∈P±

G(k, ω)

(with momentum summations normalized to unity within
each patch). Following the DCA construction, the in-
ner (resp. outer) patch self-energy is associated with the
even- (resp. odd) parity self-energy of the two-impurity
effective problem, i.e to the even (resp. odd) orbital com-
binations (c†1 ± c†2)/

√
2. Indeed, the states close to (0, 0)

have more bonding character while those close to (π, π)
have more antibonding character. The self-consistency
condition reads: GK(ω) =

∑
k∈PK

[ω+µ−εk−ΣK(ω)]−1.
In this expression, the index K = ± refers both to the in-
ner/outer patch index and to the even/odd orbital combi-
nations. We solve the self-consistent two-impurity prob-
lem using both continuous-time quantum Monte Carlo
(CTQMC) [20] which sums the perturbation theory in
∆ab(iωn) on the Matsubara axis, and an approximate
method geared at low-energy properties: the rotation-
ally invariant slave-boson formalism (RISB) presented
in [19]. The RISB method introduces slave-boson ampli-
tudes φΓn, a density matrix connecting the eigenstates
|Γ⟩ of the isolated dimer to the quasiparticle Fock states
|n⟩, determined by minimizing (numerically) an energy
functional.

In Fig. 1, we display the real part of the even- and
odd-orbital self-energy at zero frequency, as determined
by both methods, as a function of δ. We find a rather re-
markable agreement between the CTQMC solution and
the low-energy RISB. The two orbitals behave in a simi-
lar way at high doping δ ! 25%. Below this doping level,
we observe an onset of orbital differentiation, which is a
manifestation of momentum differentiation in the lattice
model. This differentiation increases as δ is reduced, un-
til a transition is reached at δ ≃ 16% (in CTQMC). At
this characteristic doping, µ − Σ ′

−(0) reaches the band
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FIG. 1: (Color online) Left: real part of Σ±(0) as a function of
doping level, computed with RISB (lines) and CTQMC (sym-
bols). µ − Σ ′

−(0) (diamonds) reaches the odd-orbital band
edge (dotted line), which becomes empty at low energy be-
low δ ∼ 16%. Right: statistical weights of the various dimer
cluster eigenstates. S is the intra-dimer singlet, 1+ the (spin-
degenerate) state with one electron in the even orbital, E the
empty state and T the intra-dimer triplet. β = 100.

edge corresponding to the odd orbital, and the latter be-
comes empty at low energy and remains so for all lower
dopings. G(k, ω) no longer has poles at ω = 0 in the
outer patch, and low-energy quasiparticles exist only in-
side the inner patch. Hence, at low doping, momentum-
space differentiation becomes strong and manifests itself
as an orbital-selective transition in VB-DMFT.

In order to gain further qualitative insight, we also
plot in Fig. 1 (right part) the statistical weight of several
cluster eigenstates |Γ⟩, given within slave bosons by the
amplitude pΓ =

∑
n |φΓn|2. We compare it to a simi-

lar estimate [21] from CTQMC. The agreement between
CTQMC and RISB is again very good, and even quanti-
tative for the two states with highest weights. At large
doping, the empty state and the two spin-degenerate
states with one electron in the even orbital dominate, as
expected. As doping decreases, these states lose weight
and the intra-dimer singlet prevails, reflecting the strong
tendency to valence-bond formation. The states with
immediately lower weights are the one-electron states
and the valence-bond breaking triplet excitation which
dominates over the empty state. Therefore, the orbital
(momentum) differentiation at low doping is governed by
intra-dimer singlet formation, reminiscent of the singlet
regime of the two-impurity Anderson model.

The gaping of the odd orbital (outer patch) is actu-
ally a crude description of the pseudogap phenomenon.
To illustrate this, we compute the tunneling conduc-
tance dI/dV as a function of voltage V . This calcula-
tion is made possible by the high quality, low-noise, of
the CTQMC results on the Matsubara axis, allowing for
reliable analytical continuations to the real axis at low
and moderate energy, using simple Padé approximants.
The conductance is displayed on Fig. 2 together with
the gap ∆ in the odd Green’s function, obtained from
∆ = Σ ′

−(∆) + εmin − µ, with εmin the lower edge of the
band dispersion εk in the outer patch. Note the overall

• Relative weight of various cluster states,  measured: 

• in the Monte Carlo (time spent in the state in the path integral)

• in a (rotationally invariant) slave boson solution 
(Lechermann, Georges, Kotliar, OP, 2007)

• Two states of the dimer dominate at low doping : 

• Two spins in a singlet (S)

• 1 spin 1/2 + 1 hole (1+)

Bath     



Antinode : not a sharp gap, a pseudogap !

• At the antinode, a pseudogap appears below the transition. 
Correlations have a strong effect (e.g. prominent Hubbard bands)

46
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nodal region. Instead, in the antinodal region, the Fermi
surface is destroyed and the spectral function vanishes at
the chemical potential. A more precise description of the
actual formation of the Fermi arcs requires to specify a
procedure for reconstructing the momentum dependence
of the self-energy from this two-orbital description: This
is the topic of Sec. V.

A marked difference of behavior between the two or-
bitals at low doping is also found for the quasiparticle
residues (see Fig. 5) defined by

Z± =
(

1 −
dΣ′

±(ω)

dω

∣

∣

∣

ω→0

)−1
. (26)

The CTQMC data and RISB approximation for Z± dif-
fer in absolute value but they both display similar trends.
Again, at high doping Z+ and Z−are close to each other.
As the doping is reduced, Z− decreases (with roughly a
linear dependence on doping) while Z+ remains essen-
tially constant. Below the critical doping, Z− cannot be
interpreted as the spectral weight of a quasiparticle (the
odd orbital is localized), but it does indicates that the
correlations continue to affect the odd-orbital self-energy.
Hence, correlations preferentially act on the antinodal
electrons. In contrast, correlations appear to have lit-
tle influence on Z+ below δc, indicating that the nodal
quasiparticles appear to be “protected” by the opening
of the (pseudo-) gap in the antinodal regions.
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FIG. 6: (Color online) Real parts of the self-energies at ω = 0,
extrapolated from CTQMC results at β = 200, as a function
of U at a fixed doping δ = 8%. The dotted line is the lower
band edge of the P− patch represented in Fig. 2.

The value of the critical doping δc at which the transi-
tion appears depends on the value of the interaction U .
The larger U , the larger δc. To illustrate the effect of U ,
we plot, in Fig. 6, the real parts of the self-energies ex-
trapolated to zero frequency for different values of U at
a fixed doping δ = 8%. The difference between the even
and the odd orbital increases with U . Above U ≃ 1.5,
the renormalized chemical potential falls below the lower
edge of the partial DOS for the outer patch and the odd

spectral function is vanishing at the chemical potential.
However, when U < 1.5, the odd orbital is metallic again,
showing clearly that the Coulomb interaction is at the
origin of the differentiation in momentum space.

B. Spectral functions and the pseudogap at low
doping
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FIG. 7: (Color online) Spectral function A−(ω) for the odd
orbital, obtained with Padé approximants (see Appendix B),
for various dopings at β = 200. A shift of 0.3 has been added
between the curves for clarity. Inset: Zoom of the same curves
at low frequencies (no shift added).

In the previous section, we have shown that strong
orbital differentiation sets in at low-doping levels δ !
16%. In a simplified low-energy description, the effective
chemical potential for the odd orbital is pushed below
the lower band edge. This corresponds to the vanishing
of the low-energy spectral weight of the odd orbital, and
signals the disappearance of low-energy quasiparticles in
the antinodal regions. In this section, we go beyond this
simple low-energy analysis and study the full frequency
dependence of the spectral functions of both the even and
odd orbitals. One of the main outcomes of this study, as
we shall see, is that the odd orbital does not have zero
spectral weight in a finite frequency range around ω = 0,
but rather develops a pseudogap.

The computation of real-frequency spectral functions
is made possible by the very high quality of the CTQMC
results on the Matsubara axis, allowing for reliable an-
alytical continuations to the real axis at low and inter-
mediate energy, using simple Padé approximants42 (see
Appendix B). This is a definite advantage of our simpli-
fied two-orbital approach, in which the statistical noise
of Monte Carlo data can be reduced down to very small
values at a reasonable computational cost. In Fig. 7, we
plot the spectral function A−(ω) of the odd orbital at a
fixed interaction U = 2.5. At high energies, the spectra
display the expected lower and upper Hubbard bands,
and from now we focus on the lower energy range. In

• Effective band transition at low energy, but....

9

this range, the spectra display a central peak. At high
doping, this peak is centered at the Fermi level ω = 0.
As the doping level is reduced, this peak shifts toward
positive energies. At the critical doping δc ≃ 16%, the
chemical potential is at the lower edge of the peak, in
agreement with the low-energy analysis discussed above.

Correspondingly, the spectral weight at ω = 0 is
strongly suppressed as the doping is reduced from δc ≃
16%. A pseudogap is formed at low energy, as clear from
the inset of Fig. 7, which deepens as the doping level
is reduced. There is no coherent spectral weight at the
chemical potential. The finite spectral weight at ω = 0 is
due to thermal excitations. In contrast, the finite spec-
tral weight at small but non-zero frequency survives as
temperature is reduced, corresponding to a pseudogap
rather than a true gap in A−(ω).
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FIG. 8: (Color online) Gap to positive coherent excitations in
the odd orbital, obtained from Eq. (28).

The prominent peak at low energies in A−(ω) is asso-
ciated with the first coherent excitations at positive ener-
gies. By neglecting the effect of the imaginary part of the
self-energy, it is possible to precisely identify the position
of this peak as the scale ∆ where the first positive-energy
poles appear in the expression of the odd-orbital Green’s
function

G−(ω) =
∑

k∈P−

1

ω + µ − εk − Σ′
−(ω)

. (27)

Hence, ∆ is the solution of

∆ + µ − ϵmin − Σ′
−(∆) = 0, (28)

where ϵmin is the lower-band edge of the outer-patch par-
tial DOS. The solution of this equation is shown in Fig. 8.
The gap ∆ opens below δc and provides a characteris-
tic energy scale for the position of the peak, see inset
in Fig. 7. Note that this energy scale is much smaller
than the deviation of the renormalized chemical potential
µ−Σ′

−(0) from the lower outer-patch band edge because
of the non-trivial frequency behavior of the self-energy.

Furthermore, the magnitude of ∆ as obtained from Fig. 8
is in the range of tens of meV ’s consistent with the typical
magnitude of the pseudogap in cuprates.
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FIG. 9: (Color online) Spectral function A+(ω) for the even
orbital, obtained with Padé approximants (see Appendix B),
for various dopings at β = 200. A shift of 0.2 has been added
between each curves for clarity. Inset: Zoom of the same
curves at low frequencies (no shift added).

In Fig. 9, we display the spectral function A+(ω) of the
even orbital for different doping levels. The dependence
of A+(ω) on doping is rather weak. The main feature
of the non-interacting density of states corresponding to
the central patch (Fig. 2) is recovered on these spectra,
namely a broad peak centered at negative energy with
a tail leaking above the Fermi level. The absence of a
visible lower Hubbard band, as well as the relatively small
spectral weight of the upper Hubbard band (at the same
position ω ≃ 2 as in A−(ω)), indicate that correlations
have a much weaker effect on the even orbital (central
patch, nodal regions) than on the odd (antinodal) one, as
already anticipated in the previous section. The spectral
function A+(ω) is quite asymmetric, with more hole-like
excitations than particle-like excitations (in line with the
fact that the central patch corresponds mainly to filled
states). At low doping, a small dip appears close to the
chemical potential. The position of this dip is close to
that of the prominent peak in the odd-orbital spectral
function.

C. Comparison with tunneling experiments

A direct comparison can be made between our VB-
DMFT cluster calculations and tunneling experiments in
the normal state of cuprate superconductors. Indeed,
tunneling directly probes the momentum-integrated
spectral density, and hence the comparison is free of the
possible ambiguities associated with momentum-space
reconstruction which influence the comparison of clus-
ter calculations to momentum-resolved spectroscopies (as

Energy scale of pseudogap  
on positive energy side

CHEBYSHEV MATRIX PRODUCT STATE IMPURITY . . . PHYSICAL REVIEW B 90, 115124 (2014)

normal phase of the high-temperature superconductors, using a
minimal two patches DCA cluster. It leads to a simple physical
picture of the pseudogap phase in terms of a selective Mott
transition in the momentum space. We choose this model
here as a benchmark since its solution contains low energy
features in the spectral functions (pseudogap), which have
required high-precision QMC computations followed by a
careful Padé analytic continuation. Moreover, real-frequency
computations are very important for the comparison with
experiments that measure, e.g., the optical conductivity along
c axis [45]. It is therefore a nontrivial case where DMRG
impurity solvers would bring significant improvements over
the QMC in practice.

To set up the VBDMFT, one splits the Brioullin zone into
a central patch P+ = {k||kx | < k0 ∧ |ky | < k0}, where k0 =
π (1 − 1/

√
2), and a border patch P− = {k|k /∈ P+}. In the

DCA, the k dependence of the self-energy "κ (ω) within each
patch is neglected and one computes a Green’s function for a
patch by averaging over all k vectors in the patch

Gκ (ω) = 1
|Pκ |

∑

k∈Pκ

1
ω + µ − εk − "κ (ω)

, (28a)

"κ (ω) = G0κ (ω)−1 − Gκ (ω)−1. (28b)

Representing the noninteracting baths in a chain-geometry,
and taking the two impurities to be the first of two chains
cκσ ≡ c0κσ , the model Hamiltonian that needs to be solved is

H = Hd + Hb,+ + Hb,−,

Hd =
∑

κ=±
σ=↑,↓

(tκ + ε0)nκσ + U

2

∑

κ=±
κ=−κ

(nκ↑nκ↓ + nκ↑nκ↓

+ c
†
κ↑c

†
κ↓cκ↓cκ↑ + c

†
κ↑c

†
κ↓cκ↓cκ↑),

Hb,κ =
Lκ−2∑

i=0,σ

tiκ (c†iκσ ci+1,κσ + H.c.) +
Lκ−1∑

i=1,σ

εiκniκσ , (29)

where ε0 = −µ and the term tκ = 1
|Pκ |

∑
k∈Pκ

εk accounts for
high-frequency contributions of the hybridization function (see
Appendix D4).

The κ-space interaction term in (29) arises when diago-
nalizing the hybridization function of a real-space two-site
cluster c±σ = 1√

2
(c1σ ± c2σ ), where c1σ ,c2σ are annihilation

operators for the cluster sites in real space, and c±σ for the
cluster sites in κ space. In real space, the interaction is a simple
Hubbard expression, but then the hybridization function is
nondiagonal. A diagonal hybridization function, which leads
to two uncoupled baths for the patches and by that allows a
simple chain geometry for the whole system, is therefore only
possible in κ space. The more complex form of the interaction
in κ space does not affect the efficiency of DMRG.

We iteratively solve the self-consistency equation obtained
by inserting the self-energy estimates of the impurity model
(29) into the lattice Green functions (28a). We do that on
the real-energy axis with an unbiased energy resolution. The
details of this calculation are described in Appendix D.

In Figs. 6(a) and 6(b), we compare our CheMPS results
for the spectral densities of the two momentum patches with
those of Ferrero et al. [44] obtained using CTQMC and

FIG. 6. (Color online) Spectral functions [(a) and (b)] and
Green’s functions on the imaginary axis [(c) and (d)] within VBDMFT
[44] for U = 2.5D and n = 0.96. We compare our zero-temperature
CheMPS results (solid lines) with CTQMC data for T = 1/200
(dashed lines) from Ferrero et al. [44]. For this computation, we
used the b = 0 setup, a chain length of L = 30 per patch, a truncation
error of εcompr = 10−3, N/a = 60/D, and a = 40D.

analytical continuation. We observe a good overall agreement
between the two methods, in particular at low frequencies.
Low-energy features (pseudogap), in particular in A−(ω), are
well reproduced by both methods. At high energy (Hubbard
bands), however, there are some differences between QMC
and CheMPS (and also between the two variants of CheMPS).
This is to be expected since the Padé analytic continuation
technique used on the QMC data in Ref. [44] is not a precision
method at high energy.

In Figs. 6(c) and 6(d), we do the analogous comparison
on the imaginary axis, and find much better agreement.

115124-9
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FIG. 10: (Color online) Total spectral function Atot(ω) for
various temperature at δ = 0.08. A shift of 0.3 has been
added between each curves for clarity.

discussed in more detail in Sec. V). The tunneling con-
ductance dI/dV as a function of the voltage V is given
by48

dI

dV
∝

∫ +∞

−∞
dω [−f ′(ω − eV )]Atot(ω). (29)

In this expression, tunneling between a normal metal
(with a featureless density of states) and the correlated
sample is considered, f ′ designates the derivative of the
Fermi function, e > 0 is the absolute value of the electron
charge and Atot(ω) is the local (momentum-integrated)
spectral function. The energy dependence of tunneling
matrix elements has been neglected, and the correlated
sample is considered to be homogeneous.

In Fig. 10, we display Atot(ω) = A+(ω) + A−(ω) for
different temperatures T = 1/β at a fixed doping δ = 8%.
In this local spectral function, we recognize the features
discussed above, namely the broad band at negative en-
ergy originating from A+(ω), and the sharp peak at a
small positive energy found in A−(ω), separated by the
pseudogap at low energy.

In Fig. 11, we display the voltage dependence of the
tunneling conductance obtained using the spectral func-
tion Atot(ω) calculated within VB-DMFT. The results
are displayed at a fixed, low-doping level δ = 8% in the
pseudogap regime, for different temperatures. For com-
parison, we also display the experimental data of Renner
et al.48,49 for underdoped Bi2212. When comparing the
two set of curves, attention should be paid to the fact
that our calculation applies at this stage only to the nor-
mal state T > Tc. Our calculation compares quite fa-
vorably to the experimental data, in several respects. At
low temperature, both the theoretical and experimental
conductance displays i) a dip at low voltage correspond-
ing to the pseudogap ii) a peak at a small positive volt-
age (corresponding to empty hole-like states) and iii) an
overall particle-hole asymmetry dI/dV < 0 at negative

voltage as well as at positive voltage above the peak, as
indeed expected in a doped Mott insulator. Furthermore,
we observe that the temperature dependence reveals the
gradual buildup of the positive-voltage coherence peak as
temperature is lowered, as well as the gradual opening of
the pseudogap at low voltage. One aspect of our theo-
retical results which departs from the experiments is the
detailed shape of the conductance at negative voltage: In
experiments a more pronounced dip is visible, while our
results rather display a gradual, linear-like decrease.

Our results have direct implications for the interpre-
tation of tunneling experiments, and also suggest some
further experiments to test these predictions. First, the
coherence peak at small positive voltage must be asso-
ciated, according to our theory, mainly with low-energy
empty states in the antinodal regions. Second, the po-
sition of this peak is predicted to have a definite doping
dependence, tracking ∆ in Fig. 8 and hence moving to
higher energy as the doping level is reduced from ‘opti-
mal’ doping.

D. Frequency-dependence of the self-energy and
the inelastic scattering rates

Here, we discuss the frequency dependence of the imag-
inary part of the self-energies Σ

′′

±(ω) ≡ ImΣ±(ω + i0+)
and its physical implications for the inelastic scattering
rates of the nodal and antinodal quasiparticles in the dif-
ferent regimes of doping. These quantities are displayed
on Figs. 12, 13. Let us recall that these quantities are
directly related to the quasiparticle lifetimes, which is
given by the inverse of Z±Σ

′′

±(ω).
Again, we observe that at large doping, these quan-

tities have rather similar behavior. An approximately
quadratic frequency dependence is found at low energy,
corresponding to a Fermi liquid behavior of both orbitals,
and the self-energies display high-energy peaks corre-
sponding to the structures in the spectral functions de-
scribed above. Overall, the self-energies at large doping
are quite similar to those found in the single-site DMFT
description of a correlated Fermi liquid.

The situation becomes radically different as the doping
level is reduced. The first observation is that the over-
all scale for Σ

′′

+(ω) and for Σ
′′

−(ω) then becomes very
different. Clearly, away from the very low-energy re-
gion, Σ

′′

−(ω) becomes much larger than Σ
′′

+(ω), indicating
again a stronger effect of correlations on the antinodal re-
gions (odd orbital) than on the nodal ones (even orbital),
and a much larger degree of coherence of the nodal quasi-
particles.

Focusing on the even orbital (nodes) at low frequency,
we observe that Σ

′′

+(ω = 0) displays a marked decrease as
the doping level is reduced from the characteristic doping
δc ≃ 16% at which orbital differentiation sets in and the
pseudogap opens. Physically, this means that the open-
ing of the pseudogap leads to a protection of the nodal
quasiparticles by increasing their inelastic lifetime at low

Pseudo-gap opens upon cooling

•  Total spectral function Atot(ω) for various temperature at δ =0.08. 
A shift of 0.3 has been added between each curves for clarity.
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Optics : σc(ω)

• Pseudo-gap in optics. Qualitative agreement with experiments
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dom describing the antinodal regions becomes insulating
while that associated to the nodal quasiparticles remains me-
tallic. The orbital-selective mechanism responsible for the
pseudogap has also been confirmed in studies involving
larger clusters.18–20 In Refs. 14 and 15, we used the VB-
DMFT to compute tunneling and ARPES spectra in good
agreement with experiments.

II. INTERPLANE OPTICAL CONDUCTIVITY

We first compute the frequency-dependent c-axis optical
conductivity !c!"", given by

!c!"" =
2e2c

#ab
# d$

f!$" − f!$ + ""
"

1
N$

k
t!
2 !k"A!k,$"A!k,"

+ $" , !2"

where f is the Fermi function, A!k ,$" the in-plane spectral

function, N the number of lattice sites, e the electronic
charge, a ,b the in-plane lattice constants, c the interplane
distance, and t!!k"= t0%cos!kx"−cos!ky"&2 the interplane tun-
neling matrix element.21,22 Note that in this expression t!!k"
has a strong k dependence with contributions stemming
mainly from the antinodal region of the Brillouin zone. For
convenience, we will express energies in units of the half-
bandwidth D of the electronic dispersion and the optical con-
ductivity in units of !"=2e2ct0

2 /#abD2. In YBa2Cu3Oy
compounds, D'1 eV'8000 cm−1 and !" is of order
!"'50 "−1 cm−1.

In the left panel of Fig. 2, we display the computed !c!""
for three levels of hole doping and several temperatures. Our
results show three distinctive behaviors. At high doping
%&16%, the conductivity displays a metalliclike behavior
with the buildup of a Drude-type peak as the temperature is
decreased. Note that as the peak increases additional spectral
weight appears at low energy. At low doping %'10%, !c!""
is characterized by a gaplike depression at low frequencies
where spectral weight is suppressed with decreasing tem-
perature. The width of the gap when it opens at high tem-
perature is '0.15D and remains approximately the same as
the temperature is lowered. Note that the spectral weight that
is lost in the gap is redistributed over a wide range of ener-
gies. The appearance of the depression in the spectra can be
directly linked to the formation of a pseudogap in the antin-
odal region.14,15 Indeed, the matrix element t! appearing in
the expression of the optical conductivity Eq. !2" essentially
probes the region25 close to !() ,0" , !0, ()" so that a loss
of coherent antinodal quasiparticles results in a loss of low-
energy spectral weight in the c-axis optical conductivity. In
Refs. 14 and 15, it has been shown that in a zero-temperature
analysis of VB-DMFT, coherent quasiparticles disappear in
the antinodal region at a doping '16%. This is consistent
with !c showing a depression only for doping levels below
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FIG. 1. !Color online" The two patches dividing the Brillouin
zone. The line shows a noninteracting Fermi surface for the disper-
sion *k of Eq. !1". The central !red" patch covers the nodal region of
the Fermi surface while the border !blue" patch covers the antinodal
region.

0

2

4

6

8 T = D/25
T = D/35
T = D/50
T = D/75
T = D/100

0

0.5

1

1.5

2

σ c(Ω
)/

σ*

0 0.2 0.4
Ω / D

0

0.2

0.4

0.6

δ = 16%

δ = 12%

δ = 8%

0

200

400 T = 301K
T = 99K
T = 10K

0

200

σ c(Ω
-1

cm
-1

) T = 295K
T = 99K
T = 10K

30 500 1000

Ω(cm
-1

)

0

20

40

T = 295K
T = 70K
T = 8K

YBa2Cu3O7.00

YBa2Cu3O6.95

YBa2Cu3O6.67

FIG. 2. !Color online" Left panel: the c-axis optical conductivity !c!"" calculated within VB-DMFT for three doping levels. !c is
displayed in units of !" as defined in the text !!" is of order 50 "−1 cm−1 for YBa2Cu3Oy". Frequency is normalized to the half-bandwidth
D'1 eV=8000 cm−1. Right panel: experimental data for the c-axis optical conductivity of YBa2Cu3Oy. The data for YBa2Cu3O7.00 is
taken from Ref. 8 where the phonon contribution was subtracted by fitting to five Lorentzian oscillators. The data for YBa2Cu3O6.95 and
YBa2Cu3O6.67 are taken from Refs. 23 and 24.
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dom describing the antinodal regions becomes insulating
while that associated to the nodal quasiparticles remains me-
tallic. The orbital-selective mechanism responsible for the
pseudogap has also been confirmed in studies involving
larger clusters.18–20 In Refs. 14 and 15, we used the VB-
DMFT to compute tunneling and ARPES spectra in good
agreement with experiments.

II. INTERPLANE OPTICAL CONDUCTIVITY

We first compute the frequency-dependent c-axis optical
conductivity !c!"", given by
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where f is the Fermi function, A!k ,$" the in-plane spectral

function, N the number of lattice sites, e the electronic
charge, a ,b the in-plane lattice constants, c the interplane
distance, and t!!k"= t0%cos!kx"−cos!ky"&2 the interplane tun-
neling matrix element.21,22 Note that in this expression t!!k"
has a strong k dependence with contributions stemming
mainly from the antinodal region of the Brillouin zone. For
convenience, we will express energies in units of the half-
bandwidth D of the electronic dispersion and the optical con-
ductivity in units of !"=2e2ct0

2 /#abD2. In YBa2Cu3Oy
compounds, D'1 eV'8000 cm−1 and !" is of order
!"'50 "−1 cm−1.

In the left panel of Fig. 2, we display the computed !c!""
for three levels of hole doping and several temperatures. Our
results show three distinctive behaviors. At high doping
%&16%, the conductivity displays a metalliclike behavior
with the buildup of a Drude-type peak as the temperature is
decreased. Note that as the peak increases additional spectral
weight appears at low energy. At low doping %'10%, !c!""
is characterized by a gaplike depression at low frequencies
where spectral weight is suppressed with decreasing tem-
perature. The width of the gap when it opens at high tem-
perature is '0.15D and remains approximately the same as
the temperature is lowered. Note that the spectral weight that
is lost in the gap is redistributed over a wide range of ener-
gies. The appearance of the depression in the spectra can be
directly linked to the formation of a pseudogap in the antin-
odal region.14,15 Indeed, the matrix element t! appearing in
the expression of the optical conductivity Eq. !2" essentially
probes the region25 close to !() ,0" , !0, ()" so that a loss
of coherent antinodal quasiparticles results in a loss of low-
energy spectral weight in the c-axis optical conductivity. In
Refs. 14 and 15, it has been shown that in a zero-temperature
analysis of VB-DMFT, coherent quasiparticles disappear in
the antinodal region at a doping '16%. This is consistent
with !c showing a depression only for doping levels below
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Can we converge the cluster method
in a non-trivial region ?



3

lower orders; all possible insertions of the total order p
can be implicitly summed and integrated over the in-
ternal momentum/frequency variables by including the
results for ãn, n  p in the propagator lines:

G(p) =
pX

n=0

G(n)ãp�n⇠
p�nG̃0, p > 0, G(0) ⌘ G̃0, (5)

so that G(p) / ⇠p. Then ãm can be obtained by Di-
agMC sampling of only 1PI skeleton diagrams of order
l = {1, . . . ,m}, where in each diagram some bare propa-
gators G̃0 are randomly replaced by dressed propagators
G(pi) so that

P
i pi = m � l. This recursive approach

substantially improves the e�ciency of DiagMC by e↵ec-
tively reducing the configuration space and can be gen-
eralized to other channels, e.g. by introducing dressed
interaction lines W (p), dressed two-particle irreducible
vertices �(p), etc.

Illustrative result at high T/t. We first investigate the
simplest case of a constant field ↵k(i!n) ⌘ ↵. In Fig. 1,
we illustrate its e↵ect on the Hubbard model at U = 4
and T = 0.5, using determinantal QMC simulation on
a 16 ⇥ 16 lattice as a benchmark [17]. In the first row
of Fig. 1, we compare the value of ⌃(k, i!n) at the first
few Matsubara frequencies and k = (⇡/4,⇡) summed up

to order K, i.e. ⌃(k, i!n) =
PK

m=1 ãm(k, n)⇠m. Fig. 1a
shows the behaviour of the standard series (2) (with the
Hartree diagrams included in the Green’s function follow-
ing Refs. [10, 11]), Fig. 1b and Fig. 1c show the behavior
for two di↵erent choices of ↵. Clearly, the standard se-
ries and the one for an arbitrarily selected ↵ = 0.6 fail
to converge within accessible orders. However, a clever
choice of ↵ = 1.53 yields a great improvement of con-
vergence. The exact result is recovered already at order
4 and the extrapolation of the series to infinite order is
straightforward.

Rationale: pole-moving. In order to get insight into
the improvement brought by the introduction of a mod-
ified action, we study in details the limiting case t = 0,
the Hubbard atom, which can be solved exactly. In par-
ticular, we show how tuning ↵ allows to control the con-
vergence radius of the series (4). The self-energy for the
action S⇠ and t = 0 is given by

⌃(i!n) =
n⇠U

2
+

1

4

n(2� n)⇠2U2

i!n + µ̃� (2� n)⇠U/2
(6)

µ̃ = ⇠↵� ↵+ µ (7)

where n = [e�µ̃ + e2�µ̃��⇠U ]/[1 + 2e�µ̃ + e2�µ̃��⇠U ] is
the density. The analytical structure of ⌃(i!0) in the
complex-⇠ plane is shown in Fig. 1e and Fig. 1f. The
convergence radius R of the series expansion in ⇠ is given
by the distance from the origin to the closest pole in the
complex-⇠ plane, which strongly depends on the value of
↵. For ↵ = 0.6 a pole is closer to the origin than the
evaluation point ⇠ = 1 and the series diverges, whereas

Figure 2. Imaginary part of the self-energy at the node,
hot-spot and anti-node at U = 5.6, t0 = �0.3, n = 0.96,
T = 0.2. Inset: DCA results with cluster size Nc = 8, 16,
32, 52 extrapolate to the DiagMC-summed result at di↵erent
frequencies.

for ↵ = 1.53 the poles are further away and the series is
convergent at ⇠ = 1. When ↵ is further increased, new
poles get closer to the origin and there is therefore an op-
timal value for ↵ for which the radius of convergence is
maximal. A systematic study for the full Hubbard model
at T = 0.5 suggests an optimal value of ↵ ' 1.53, close
to this atomic estimate ↵ ⇠ 1.3 , as expected from a
similar analytic structure of ⌃ at this high temperature.
Thus the Hubbard atom can provide a reasonable guide
for finding the optimal ↵. Finally, we find the largest
convergence radius and the corresponding optimal ↵ for
di↵erent densities of the Hubbard atom, as displayed in
Fig. 1d. We see that R is infinite at half-filling and be-
comes finite (R . 2.5) as soon as a doping is introduced.
For U = 4, the convergence radius is always large enough
for the series to converge. It has a minimum R ' 1.6 > 1
around 10% hole (or electron) doping.

Reaching the pseudogap scale. We now show that this
improved scheme allows one to reach the pseudogap re-
gion [18–21]. We consider the Hubbard model at 4%
hole doping and U = 5.6, t0 = �0.3. We could achieve
convergence down to T = 0.2, where we compute the
self-energy up to 7th order with an optimized ↵ = 2.3. In
Fig. 2, we display the imaginary part of the self-energy
Im⌃(k, i!n) taken at three di↵erent momenta k on the
Fermi surface (FS). We see that the self-energy behaves
di↵erently at the nodal point kN = (1.47, 1.47) (inter-
section of the FS with the zone diagonal) in comparison
to the antinode kAN = (3.04, 0.49) (where the FS hits
the upper zone boundary). The imaginary part of the
AN self-energy extrapolates to a larger negative value at
low-frequency, indicating strongest correlation e↵ects at
the AN. Hence, a clear N/AN di↵erentiation is already

Pseudogap : exact solution at high temperature

• Exact solution of Hubbard model at a non trivial point 
with the pseudo-gap !

• Large cluster DCA (converged) or Diagrammatic QMC.
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Superconducting phase



d-SC in DMFT

• Need a cluster : 2x2, 8, 16, …,  due to symmetry questions.

• Use Nambu spinors

• F : anomalous Green function 
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local Green’s functions on each sublattice: Gii ,s
5GA ,s ,GB ,s for iPA ,B with

GAs~ ivn!5GB ,2s~ ivn!. (94)

Let us focus on a site belonging to sublattice A , and
eliminate all other degrees of freedom. The resulting ef-
fective action is identical to Eq. (88), but in the present
case the Weiss functions read G 0,s

−1 =ivn1m
2 hss2t2GBs . Using Eq. (94), we see that a single-site
description still holds, with (on the Bethe lattice)

G 0,s
215ivn1m2t2G2s2shs. (95)

This is easily generalized to an arbitrary lattice. The
d!` skeleton functional F now depends on the two
local Green’s functions: F=F[GAs ,GBs]. The self-
energy is purely local and can take two values with
SAs(ivn)5SB ,2s(ivn). It is convenient to write the
Hamiltonian in terms of two sublattice operators in the
reduced Brillouin zone (RBZ):

H05 (
skeRBZ

ek~cAks
1 cBks1cBks

1 cAks!

1 (
skeRBZ

shs~cAks
1 cAks2cBks

1 cBks!. (96)

The Green’s functions are obtained by inverting the ma-
trix:

S zAs

2ek

2ek
zBs

D
with zAs5ivn1m2shs2SAs and zBs5ivn1m
1shs2SBs . The impurity model to be considered is
still Eq. (88), but the self-consistency conditions now
read (Brandt and Mielsch, 1990, 1991):

Gas5zāsE
2`

`

de
D~e!

zAszBs2e2 (97)

with a=A ,B and ā=B ,A . When a semicircular density of
states is inserted in this equation, Eq. (95) is recovered.
The staggered magnetization and the free energy of the
antiferromagnetic phase are given by similar equations
as above.

It is instructive to notice that the simplest approxima-
tion to the self-energies, SAs5(U/2)(nAs2nBs), repro-
duces the usual Hartree-Fock approximation for the
staggered magnetization. Also, as soon as Néel order is
established and SAsfiSBs , it is possible to open a gap in
the single particle spectrum, i.e., ImG(v1i01)=0 if
uv+m+(SB2SA)/2u<(SA1SB)/2. This will always be
the case, particularly at half-filling for a nested, bipartite
lattice. Note that the effective conduction electron bath
entering the impurity model is then also gapped. These
are peculiarities of the d!` limit, in which long-
wavelength spin-wave excitations are absent. Neverthe-
less, the LISA method has proven useful for studying
the quantum transition between a strongly correlated
paramagnetic metal and a metal with spin-density wave
order, and some of the results are expected to hold in
finite dimensions as well (Sachdev and Georges, 1995;
see also Sec. VII.D.3).

In order to study the phase transitions between differ-
ent magnetic phases we have to compare the free ener-
gies of all possible magnetic states, using straightforward
generalizations of Eqs. (46) and (47). Alternatively, one
can calculate directly the relevant divergent susceptibil-
ity, along the lines of Sec. IV (keeping in mind, however,
the possibility of first-order transitions). For incommen-
surate magnetic orderings, no simple set of mean-field
equations can be written inside the ordered phase in the
general case, and one must resort to the study of suscep-
tibilities.

C. Superconductivity and pairing

The LISA mean-field equations are easily extended to
take into account superconducting long-range order
(Georges, Kotliar, and Krauth, 1993). We illustrate this
on the one-band Hubbard model, but the equations are
easily generalized to other models, such as the multi-
band Hubbard model described in Sec. VIII.C. One in-
troduces anomalous Green’s functions:

F~k,t![2^Tck"~t!c2k#~0 !&. (98)

In the following, we shall consider only pure singlet pair-
ing, for which F(−k,−t)=F(k,t) and pure triplet pairing
with Sz=0 for which F(−k,−t)=−F(k,t). Within the
present d=` formalism, the k dependence of F will be
only through ek , so that only pairing states having the
symmetry of the original lattice are possible in the limit
of d=`. This can be shown using the absence of vertex
corrections to the pair susceptibility (Sec. IV) for pairing
states with a different symmetry (Jarrell and Pruschke,
1993a). Pairing with a different symmetry, such as d
wave, requires an extension of the LISA formalism to
self-consistent clusters, see Sec. IX). However, the time
dependence of F can be highly nontrivial, which is in fact
expected to be crucial for models with repulsive interac-
tions. The underlying physical idea is that on-site equal-
time pairing is likely to be strongly suppressed in the
presence of a strong on-site repulsion, but that pairing
involving a time-lag between the members of a pair may
occur. This idea dates back to Berezinskii’s proposal
(Berezinskii, 1974) for triplet pairing in 3He, a generali-
zation of which has been recently considered for cuprate
superconductors by Balatsky and Abrahams (1992).

In the presence of a nonzero F , it is convenient to
work with Nambu spinors C i

1[(c i"
1 ,ci#)—or, in Fourier

space, Ck
1 [ (ck"

1 ,c2k#)—and with the matrix formula-
tion of one-particle Green’s functions:

Ĝ~k,t![2^TCk~t!Ck
1~0 !&

5S G~k,t! F~k,t!

F~k,t!* 2G~2k,2t!
D . (99)

With these notations, the kinetic term of the Hubbard
Hamiltonian reads −S^ij&t ijC i

1s3C j , where s3 denotes
the Pauli matrix. We shall first illustrate the derivation of
the mean-field equations on the z=` Bethe lattice. Fol-
lowing the cavity method, we integrate out fermionic
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local Green’s functions on each sublattice: Gii ,s
5GA ,s ,GB ,s for iPA ,B with

GAs~ ivn!5GB ,2s~ ivn!. (94)

Let us focus on a site belonging to sublattice A , and
eliminate all other degrees of freedom. The resulting ef-
fective action is identical to Eq. (88), but in the present
case the Weiss functions read G 0,s

−1 =ivn1m
2 hss2t2GBs . Using Eq. (94), we see that a single-site
description still holds, with (on the Bethe lattice)

G 0,s
215ivn1m2t2G2s2shs. (95)

This is easily generalized to an arbitrary lattice. The
d!` skeleton functional F now depends on the two
local Green’s functions: F=F[GAs ,GBs]. The self-
energy is purely local and can take two values with
SAs(ivn)5SB ,2s(ivn). It is convenient to write the
Hamiltonian in terms of two sublattice operators in the
reduced Brillouin zone (RBZ):

H05 (
skeRBZ

ek~cAks
1 cBks1cBks

1 cAks!

1 (
skeRBZ

shs~cAks
1 cAks2cBks

1 cBks!. (96)

The Green’s functions are obtained by inverting the ma-
trix:

S zAs

2ek

2ek
zBs

D
with zAs5ivn1m2shs2SAs and zBs5ivn1m
1shs2SBs . The impurity model to be considered is
still Eq. (88), but the self-consistency conditions now
read (Brandt and Mielsch, 1990, 1991):

Gas5zāsE
2`

`

de
D~e!

zAszBs2e2 (97)

with a=A ,B and ā=B ,A . When a semicircular density of
states is inserted in this equation, Eq. (95) is recovered.
The staggered magnetization and the free energy of the
antiferromagnetic phase are given by similar equations
as above.
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F~k,t![2^Tck"~t!c2k#~0 !&. (98)
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With these notations, the kinetic term of the Hubbard
Hamiltonian reads −S^ij&t ijC i

1s3C j , where s3 denotes
the Pauli matrix. We shall first illustrate the derivation of
the mean-field equations on the z=` Bethe lattice. Fol-
lowing the cavity method, we integrate out fermionic
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Antiferromagnetism and d-wave superconductivity in cuprates: A cluster dynamical
mean-field theory

A. I. Lichtenstein1 and M. I. Katsnelson2
1University of Nijmegen, 6525 ED Nijmegen, The Netherlands

2Institute of Metal Physics, 620219 Ekaterinburg, Russia
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We present an approach to investigate the interplay of antiferromagnetism and d-wave superconductivity in
the two-dimensional Hubbard model within a numerically exact cluster dynamical mean-field approximation.
Self-consistent solutions with two nonzero order parameters exist in a wide range of doping level and tem-
peratures. A linearized equation for the energy spectrum near the Fermi level has been solved. The resulting
d-wave gap has the correct magnitude and k dependence, but some distortion compared to the pure dx2!y2

superconducting order parameter due to the presence of underlying antiferromagnetic ordering.

A microscopic theory of high-temperature superconduct-
ing cuprates !HTSC’s" is still far from the final
understanding.1–3 One of the most important recent experi-
mental achievements was the discovery of the pseudogap
!PG" phenomenon above superconducting transition
temperatures4 and the existence of a sharp 41 meV resonance
below Tc related with some collective antiferromagnetic
excitations.5 Recent neutron-scattering experiments6 provide
insight for the interesting problem on the origin of a conden-
sation energy. Interplay of an antiferromagnetism !AFM"
and d-wave superconductivity (d-SC) in cuprates could be a
natural way of discussing different HTSC phenomena. This
requires a quantitative electronic structure theory including
two different types of the order parameters: AFM and d-SC.
Within such an approach one can in principle analyze the
phase diagram of HTSC compounds and resolve the long-
standing problem of competition between antiferromag-
netism and d-wave superconductivity in cuprates.7,8
A standard theoretical tool for cuprates electronic struc-

ture consists of the two-dimensional !2D" Hubbard model.1
The importance of including the realistic tight-binding spec-
trum obtained from the local-density approximation !LDA"
band structure analyses9 was realized during the last years.
Unfortunately, a most accurate quantum Monte-Carlo
!QMC" simulation of a hole-doped 2D Hubbard model has
difficulty in describing an interesting part of the HTSC phase
diagram near 15% doping at the low temperature due to a
so-called sign problem.10 The perturbation theory of d-SC
!Ref. 11" ignores the vertex corrections in the strong corre-
lation case of HTSC. Great progress in the theory of the
interacting fermions results from the developing of the dy-
namical mean-field theory.12,13 While the antiferromagnetic
phase is easy to incorporate in the single-site dynamical
mean-field theory !DMFT" approach,13 the d-wave supercon-
ductivity requires a cluster generalization of the DMFT. Dif-
ferent cluster-DMFT schemes have been proposed13,14 and
the recent application to the problem of the pseudogap in
HTSC15 has shown the efficiency of the cluster-DMFT ap-
proach. The investigation of a paramagnetic phase for the
two-dimensional Hubbard model can be simplified using a
translational symmetry,14 while the problem of a coexistence
of AFM and d-SC demands a broken-symmetry cluster cal-

culation. It is equivalent to a multiorbital DMFT approach16
and could be solved within the QMC method.17
In this paper we investigate the problem of antiferromag-

netism and d-wave superconductivity in the two-dimensional
Hubbard model using a cluster DMFT scheme.
The minimal cluster which allow us to study both AFM

and d-SC order parameters on an equal footing consists of a
2"2 system in the effective DMFT medium !Fig. 1". We
start with the extended-hopping Hubbard model on the
square lattice:

H##
i j

t i jc i$
$ c j$$#

i
Uini↑ni↓ ,

where t i j is an effective hopping and Ui local Coulomb in-
teractions. We chose nearest-neighbor hopping t#0.25 eV
and the next-nearest hopping t!/t#!0.15 for the model of
La2!xSrxCuO4.9 The total band width is W#2 eV and all
Coulomb parameters set to be U#1.2 eV (U/W#0.6). Let
us introduce the ‘‘supersite’’ as a 2"2 square plaquet. The
numeration of the atoms in the supersite is shown in Fig. 1.
It is useful to introduce the superspinor Ci

$#%ci&
$ ', where

FIG. 1. !a" A schematic representation of an antiferromagnetic d
wave 2"2 periodically repeated cluster; !b" a generic phase dia-
gram of HTSC materials; !c" the calculated values of two order
parameters: local magnetic moment M and d-SC equal time Green
function F01((#0))F(0) for different hole doping !x" at the in-
verse temperature *#60 eV!1 (T#190 K).
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FIG. 2. (color online) Left panel: d-wave pairing susceptibility at t′/t = −0.1 and various doping concentrations (also one
data set for t′ = 0 at n = 0.85). The extrapolated transition temperature Tc follows a dome shape curve between the fillings
of n = 0.9 (doping δ = 0.1) and n = 0.75 (doping δ = 0.25), with its peak locates close to filling n = 0.85. Right panel:
Extrapolated d-wave superconducting transition temperature Tc for t′/t = 0, −0.1 and −0.2. The bold arrows indicate the
corresponding quantum critical filling (nc) along the Lifshitz line, determined in our previous work6. The error bars of Tc are
obtained from the extrapolation of the Tc for independent DCA/CTQMC simulations. The dome shifts towards higher doping
as t′/t becomes negative, but the peak of the dome is always located close to δ = 0.15. Results are obtained from Nc = 12 and
16 DCA/CTQMC simulations.

or the pseudogap regions, the pairing susceptibility does
not diverge at low temperatures. By increasing the dop-
ing beyond n = 0.9 the pairing susceptibility becomes
diverging at a finite Tc. The value of Tc grows as the
doping level changes from underdoped toward optimal
doping at filling n = 0.85. For higher doping, Tc de-
creases and the d-wave superconducting dome eventually
takes shape. Interestingly, above the optimal doping, we
have observed marginal Fermi liquid behavior with self-
energy linear on frequency and resistivity linear on tem-
perature5,6,15.

The right panel of Fig. 2 shows the extrapolated Tc as
function of doping for t′/t = 0, −0.1 and −0.2. Two
interesting observations can be made. First, as t′/t
becomes negative, the d-wave superconducting transi-
tion temperature increases, while the highest Tc occurs
around n = 0.85. For more negative values of t′/t, e.g.,
−0.3, −0.4, Tc decreases. Therefore, the superconduct-
ing dome evolves into a mountain-type volume in the δ
vs t′/t phase diagram. Second, we find that as t′/t be-
comes more negative, the superconducting dome moves
slightly towards higher doping. At first glance, this be-
havior seems to resemble the one of the Lifshitz line iden-
tified in Ref. 6. The Lifshitz line traces those values of
doping and t′/t where the interaction-induced van Hove
singularity crosses the Fermi level. Note we have pointed
out the correspond quantum critical Lifshitz fillings, nc,
for t′/t = 0, −0.1 and −0.2 by bold arrows in the right
panel of Fig. 2. Naively, one would expect the Lifshitz
filling to be associated with the maximum pairing inter-
action and transition temperature. However, inspecting
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FIG. 3. (color online) Evolution of the d-wave projected ir-
reducible vertex function, Vd, as a function of hole-doping for
various t′/t. At half-filling, Vd is strongest at t′ = 0 and de-
cays for both positive and negative t′. In the underdoped re-
gion (doping δ = 0.05, 0.1 and 0.15), Vd is an increasing func-
tion as t′ varies from positive to negative. The inset presents
the same data in a semi-log plot and the enhancement of Vd

from t′ > 0 to t′ < 0 can be clearly seen. Also note that
the curvature of the doping dependence of Vd changes from
convex to concave when t′ becomes negative.

the behavior more quantitatively, the maximum of the
dome actually stay close to n=0.85 and does not fully
follow the Lifshitz line. We thus have to conclude that

• DCA U=6t, Nc=12, 16.
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FIG. 2: Momentum space tiling used to define cluster approximations studied here: 2-site (leftmost panel), 4-site with stan-
dard patching (second from left), 4-site with alternative patching (4⇤), (central panel), 8-site (second from right) and 16-site
(rightmost panel). Momentum space patches indicated by shaded regions; electron self energy is independent of momentum
within a patch but may vary from patch to patch. Dots (red online) represents the K points in reciprocal space associated to
the patches in the DCA construction (see text). Thin lines : Fermi surfaces for the non-interacting system with t0 = �0.15t
for half filling and hole dopings of 10%, 20%, and 30%. All clusters have an inner patch around (0, 0) (yellow online) and an
outer patch around (�, �) (green online). Clusters with four or more sites also have an antinodal patch at (�, 0) and symmetry
related points (blue online), clusters with eight or more sites have a nodal patch ((�/2, �/2), red online). The 16-site cluster
has two additional independent momentum sectors, around (�/2, 0) (orange online) and around (3�/2, �/2) (cyan online). All
clusters have the full point group symmetry of the lattice.

field, given present computational capabilities, and call
for a new generation of theoretical developments aiming
at improving momentum-space resolution.

While the various aspects of the doping-dependent
phase diagram of the two dimensional Hubbard model
have been noted in various ways in the cluster dynam-
ical mean field literature, the generality of the results
and their robustness to choice of cluster have not been
previously appreciated. The comparison of results for
di�erent sized clusters clearly demonstrates that the es-
sentials of the carrier concentration dependence of phys-
ical properties of a doped Mott insulator are as sketched
in Fig. 1. Far from the insulating state, the properties
are those of a moderately correlated Fermi liquid. More-
over, the momentum dependence of the renormalizations
is very weak: the properties are described well by single-
site dynamical mean field theory, as previously noted e.g.
in Refs. 30,31. We refer to this regime as the isotropic
Fermi liquid. (Note that “isotropic” here means isotropic
scattering properties (self energy) along the Fermi sur-
face, but the Fermi surface is not circular.) As the dop-
ing is decreased towards the n = 1 insulating state the
system enters an intermediate doping regime where the
low temperature behavior is still described by Fermi liq-
uid theory, but the Fermi liquid is characterized by a
strong momentum dependence of the renormalizations,
with the renormalizations being largest near the zone cor-
ner (0,�)/(�, 0) points and smallest near the zone diago-
nal (±�/2,±�/2) regions of momentum space. We refer
to this as the regime of momentum space di�erentiation.
The change between the isotropic and momentum-space
di�erentiated Fermi liquid regimes is not characterized by
any order parameter and we believe it to be a crossover,
not a transition, but the doping at which the change oc-
curs is surprisingly sharply defined, and is indicated by
dashed lines in Fig. 1.

As the doping is decreased yet further, a non-Fermi-

liquid regime appears on the hole doping side but not
on the electron doping side (for the moderate anisotropy
considered here). In the non-Fermi-liquid regime, re-
gions of momentum space near (0,�)/(�, 0) acquire an
interaction-induced gap, while the zone diagonal regions
of momentum space remain gapless and (as far as can be
determined) Fermi-liquid like. We refer to this regime as
the sector selective regime. The boundary between the
regime of momentum space di�erentiation and the sec-
tor selective regime is indicated by a light solid line in
Fig. 1. Finally at doping n = 1 the system is in the Mott
insulating phase.

The remainder of the paper is organized as follows. In
section II we summarize the general features of the dop-
ing driven Mott transition, define the model to be studied
and the questions to be considered and outline the theo-
retical approach. In section III we demonstrate the exis-
tence of di�erent doping regimes and how they appear in
the di�erent cluster calculations. Section IV explores in
more detail the intermediate “momentum space di�eren-
tiation” doping regime, studies the momentum-selective
regime, and aspects associated with the pseudogap. Sec-
tion V then considers the sector selective regime. In sec-
tion VI we summarize our insights into the behavior of
smaller size clusters. Finally, section VII is a summary
and conclusion, also pointing out directions for future
work.

II. MODEL AND METHOD

In conventional electronic structure theory, band insu-
lators are periodic crystals in which all electronic bands
are either filled or empty. A necessary condition for band
insulating behavior is that the number of electrons per
unit cell is even. For the purpose of this paper we define
a correlation-induced or “Mott” insulator as a periodic

E. Gull, O.P., A. Millis PRL 110, 216405 (2013)

to conventional situations where the onset of superconduc-
tivity increases the gap.

Our analysis builds on previous dynamical mean field
results. In pioneering papers Lichtenstein and Katsnelson
[20] and Maier et al. [21] showed that the N ¼ 4 cluster
dynamical mean field approximation yielded dx2"y2 super-

conductivity while subsequent studies of Maier and col-
laborators [7] on clusters with N as large as 26 provided
convincing evidence that the superconductivity found in
the small cluster calculations is not an artifact, but rather
is a property of the infinite cluster size limit, i.e., of the
Hubbard model. However, the studies of Ref. [7] were
restricted to a modest interaction, U ¼ 4t, too small to
give a pseudogap, and to relatively high temperatures, so
that the superconducting state was not constructed and
transition temperature was inferred from studies of the
pair susceptibility. Very recently Yang and collaborators
[22] analyzed the pairing susceptibility for higher interac-
tion strengths where a pseudogap occurred, but still did not
construct the superconducting state.

The pioneering work of Huscroft et al. [23] showed the
existence of a normal-state pseudogap in the dynamical
mean field approximation and many authors (using mainly
N ¼ 4 approximations) have studied its properties [24–42]
and several groups (still within the 4-site approximation)
have studied the interplay of superconductivity and the
pseudogap [32,43–47]. A key finding of the 4-site work,
in contrast to the larger-cluster studies of Ref. [22] is that
superconductivity persists all the way to the Mott insulat-
ing boundary, leaving open the question whether it is the
pseudogap per se, or simply Mott physics, which sup-
presses the superconductivity.

More recent developments [18] have enabled researchers
to access clusters large enough to obtain a reasonable picture
of the N ! 1 limit [15,22,48–52]. It has been found [15]
that in the dynamical cluster approximation (DCA) clusters
of size N > 4 the Mott transition is multistaged, with the
fully gapped Mott insulating state being separated from
the Fermi liquid state by an intermediate phase, in which
regions of momentum space near the ð0;!Þ=ð!; 0Þ point are
gapped and regions of momentum space near (% !=2,
%!=2) are not. By contrast, in most of the N ¼ 2, 4 calcu-
lations reported to date there is at half filling no intermediate
phase separating the insulator and the Fermi liquid [35,36],
while if the insulator is destroyed by doping an intermediate
phase with a suppressed, but nonzero, density of states is
found [35,36,42]. In this Letter we extend the new method-
ology to examine the properties of the superconducting state
at N large enough to properly represent the pseudogap.

The right-hand panel of Fig. 1 shows the phase diagram
determined from a comprehensive survey of parameter
space for the N ¼ 8 dynamical cluster approximation,
which previous work [15] shows adequately represents
the N ! 1 normal state physics of the model. Studies of
selected U and doping values in the computationally much
more expensive N ¼ 16 site cluster confirm (lower left

panel) that the physics found for N ¼ 8 is generic. The
scan of the phase diagram is conducted at temperature
T ¼ t=40 but checks of selected interaction and doping
values at our lowest accessible temperature T ¼ t=60 (see
also Ref. [53]) indicate that lower temperatures do not
bring significant changes (see Supplemental Material).
dx2"y2-symmetry superconductivity, with a typical tran-

sition temperature &t=40 ' 100 K (using a t ' 0:3 eV
representative of the CuO2 superconductors) occurs in a
band of interaction strength and density, vanishing if inter-
action or doping is tuned too far away from the insulating
state but separated from the Mott insulator by a region of
pseudogapped but nonsuperconducting states. This result,
previously inferred from extrapolation of the pairing
susceptibility [22] at high temperature, is here confirmed.
The onset of the normal state pseudogap (dashed line)
corresponds to the maximum in the superconducting order
parameter (see Supplemental Material [16]) and to the
maximum in transition temperature (see below). The inset
of Fig. 2, Supplemental Material [16], shows that the
superconducting region remains separated from the pseu-
dogap even as T ! 0.
The upper left panel shows that the situation is different

in the N ¼ 4 approximation. In this case, superconductiv-
ity extends all the way to the boundary of the Mott phase,
as has previously been found [45–47,54]. We believe that
the difference arises because in the 8- and 16-site cluster
approximations the pseudogap leads at T ¼ 0 to a com-
plete suppression of the density of states in the momentum
region (0, !) important for superconductivity; in the 4-site
approximations the pseudogap produces a density of states

FIG. 1 (color online). Superconducting phase diagram of the
two-dimensional Hubbard model in the plane of interaction
strength U and carrier concentration x computed using the 8-site
(right panel), the 4-site (left upper panel), and 16-site (left lower
panel) DCA dynamical mean field approximation at temperature
T ¼ t=40 with t0=t ¼ 0. Dashed line: location of the normal state
pseudogap onset. Circles and shading (red online) indicate the
superconducting region; squares (black online) and no shading the
nonsuperconducting Fermi liquid; diamonds and lighter shading
(blue online) the nonsuperconducting pseudogap region; triangles
and heavy solid line (dark green online) theMott insulating region
at n ¼ 1 and U >Uc. Open circles (light green online) denote
the points analyzed in Fig. 2. ‘‘Cross’’ and ‘‘plus’’ symbols in the
lower left panel denote points determined by Yang et al. [22] to
be nonsuperconducting and superconducting, respectively.
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which is suppressed relative to the Fermi liquid, but is still
nonvanishing in the regions important for superconductiv-
ity (see, e.g., Fig. 3 of Ref. [36] or Fig. 2 of Ref. [47]).
Variational Monte Carlo studies [55–62] also do not find
an intermediate nonsuperconducting phase; the difference
may have to do with the ability of the variational wave
functions to represent the physics of the pseudogap but this
issue demands further research.

Figure 2 presents the frequency and temperature depen-
dence of the density of states. The upper panel shows spectra
representative of dopings higher than, or interactionsweaker
than, the values which maximize Tc, so that superconduc-
tivity emerges from a relatively conventional normal state.
The spectra are consistent with expectations from standard
theory [63]: the onset of superconductivity is associated
with a suppression of density of states at low frequency
and with the formation of density of states (‘‘coherence’’)
peaks. We define the superconducting gap ! as half of the
peak to peak distance. The area in the coherence peaks
comes mainly from the states removed at j!j< !. The
gap amplitude develops very rapidly with temperature:
only at the temperature closest to Tc is the peak to peak
splitting appreciably different from its value at the lowest T.

The situation is quite different when superconductivity
emerges from the pseudogap regime. Representative spectra

are shown in the lower panel of Fig. 2. The normal state
pseudogap is visible at T > Tc as a suppression of the
density of states at low frequencies with a broad gap
structure at higher frequencies. The T < Tc normal state
density of states (obtained by suppressing supercon-
ductivity) displays essentially the same behavior. The
development of superconductivity is characterized by the
formation of coherence peaks at energies below the pseu-
dogap, i.e., by a decrease in gap magnitude as the super-
conducting state is entered. This behavior is consistent
with recent experimental reports [64] that in underdoped
cuprates the emergence of superconductivity out of the
pseudogap regime is associated with the formation of
new states at energies lower than the pseudogap energy
and that the superconducting gap is tied to the pseudogap.
Furthermore, most (typically more than 50%) of the spec-
tral weight in the coherence peak is drawn from frequen-
cies greater than !.
Figure 3 presents the superconducting transition tem-

perature determined as described in the Supplemental
Material [16], as well as the gap values obtained as
described above. Similar to the anomalous expectation
value (inset, Fig. 1), the transition temperature has a dome-
like behavior, with the highest transition temperature
occurring near the onset of the normal state pseudogap
(insets of Fig. 3), whereas the gap monotonically increases
from high to low doping or low to high interaction. We find
2!=Tc ! 7:5–8 in the region outside the pseudogap and
becoming rapidly larger within the pseudogap regime as
the endpoint of the superconducting regime is approached,
consistent with dynamical mean field calculations based
on 4-site clusters [32,43–47]. In interpreting the numerical
value of the gap it is important to note that the DCA
procedure, which averages over an entire momentum
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FIG. 2 (color online). Analytically continued spectral function
computed at U ¼ 6t for the antinodal sector showing tempera-
ture evolution of gap structure for a typical optimally doped or
overdoped state (x ¼ 0:076, upper panel) and underdoped pseu-
dogap state (x ¼ 0:034, lower panel). Solid lines: superconduct-
ing spectral function. Heavy dashed lines: normal state spectral
function, obtained for T ¼ t=30. Light dashed line (lower panel):
normal state density of states at T ¼ t=60 obtained by suppress-
ing superconductivity. Arrows mark spectral function maxima
used to determine superconducting gap size !. Dotted lines:
pseudogap energy at T ¼ t=30 obtained from the maximum in
the spectral function.
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FIG. 3 (color online). Gap to transition temperature ratio
2!=Tc (main panel) computed using the 8-site DCA approxi-
mation both by varying U at x ¼ 0 (open symbols, lower axis,
red color, UMott ¼ 6:4t) and by varying x for U ¼ 6t (filled
symbols, upper axis, black). Gap defined as peak to peak
distance in analytically continued spectral function. Left inset,
squares: doping and interaction dependence of transition tem-
perature for same parameters, showing superconducting dome.
Right inset, diamonds: doping and interaction dependence of gap
2!=t. Arrows: onset of normal state pseudogap.
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to conventional situations where the onset of superconduc-
tivity increases the gap.

Our analysis builds on previous dynamical mean field
results. In pioneering papers Lichtenstein and Katsnelson
[20] and Maier et al. [21] showed that the N ¼ 4 cluster
dynamical mean field approximation yielded dx2"y2 super-

conductivity while subsequent studies of Maier and col-
laborators [7] on clusters with N as large as 26 provided
convincing evidence that the superconductivity found in
the small cluster calculations is not an artifact, but rather
is a property of the infinite cluster size limit, i.e., of the
Hubbard model. However, the studies of Ref. [7] were
restricted to a modest interaction, U ¼ 4t, too small to
give a pseudogap, and to relatively high temperatures, so
that the superconducting state was not constructed and
transition temperature was inferred from studies of the
pair susceptibility. Very recently Yang and collaborators
[22] analyzed the pairing susceptibility for higher interac-
tion strengths where a pseudogap occurred, but still did not
construct the superconducting state.

The pioneering work of Huscroft et al. [23] showed the
existence of a normal-state pseudogap in the dynamical
mean field approximation and many authors (using mainly
N ¼ 4 approximations) have studied its properties [24–42]
and several groups (still within the 4-site approximation)
have studied the interplay of superconductivity and the
pseudogap [32,43–47]. A key finding of the 4-site work,
in contrast to the larger-cluster studies of Ref. [22] is that
superconductivity persists all the way to the Mott insulat-
ing boundary, leaving open the question whether it is the
pseudogap per se, or simply Mott physics, which sup-
presses the superconductivity.

More recent developments [18] have enabled researchers
to access clusters large enough to obtain a reasonable picture
of the N ! 1 limit [15,22,48–52]. It has been found [15]
that in the dynamical cluster approximation (DCA) clusters
of size N > 4 the Mott transition is multistaged, with the
fully gapped Mott insulating state being separated from
the Fermi liquid state by an intermediate phase, in which
regions of momentum space near the ð0;!Þ=ð!; 0Þ point are
gapped and regions of momentum space near (% !=2,
%!=2) are not. By contrast, in most of the N ¼ 2, 4 calcu-
lations reported to date there is at half filling no intermediate
phase separating the insulator and the Fermi liquid [35,36],
while if the insulator is destroyed by doping an intermediate
phase with a suppressed, but nonzero, density of states is
found [35,36,42]. In this Letter we extend the new method-
ology to examine the properties of the superconducting state
at N large enough to properly represent the pseudogap.

The right-hand panel of Fig. 1 shows the phase diagram
determined from a comprehensive survey of parameter
space for the N ¼ 8 dynamical cluster approximation,
which previous work [15] shows adequately represents
the N ! 1 normal state physics of the model. Studies of
selected U and doping values in the computationally much
more expensive N ¼ 16 site cluster confirm (lower left

panel) that the physics found for N ¼ 8 is generic. The
scan of the phase diagram is conducted at temperature
T ¼ t=40 but checks of selected interaction and doping
values at our lowest accessible temperature T ¼ t=60 (see
also Ref. [53]) indicate that lower temperatures do not
bring significant changes (see Supplemental Material).
dx2"y2-symmetry superconductivity, with a typical tran-

sition temperature &t=40 ' 100 K (using a t ' 0:3 eV
representative of the CuO2 superconductors) occurs in a
band of interaction strength and density, vanishing if inter-
action or doping is tuned too far away from the insulating
state but separated from the Mott insulator by a region of
pseudogapped but nonsuperconducting states. This result,
previously inferred from extrapolation of the pairing
susceptibility [22] at high temperature, is here confirmed.
The onset of the normal state pseudogap (dashed line)
corresponds to the maximum in the superconducting order
parameter (see Supplemental Material [16]) and to the
maximum in transition temperature (see below). The inset
of Fig. 2, Supplemental Material [16], shows that the
superconducting region remains separated from the pseu-
dogap even as T ! 0.
The upper left panel shows that the situation is different

in the N ¼ 4 approximation. In this case, superconductiv-
ity extends all the way to the boundary of the Mott phase,
as has previously been found [45–47,54]. We believe that
the difference arises because in the 8- and 16-site cluster
approximations the pseudogap leads at T ¼ 0 to a com-
plete suppression of the density of states in the momentum
region (0, !) important for superconductivity; in the 4-site
approximations the pseudogap produces a density of states

FIG. 1 (color online). Superconducting phase diagram of the
two-dimensional Hubbard model in the plane of interaction
strength U and carrier concentration x computed using the 8-site
(right panel), the 4-site (left upper panel), and 16-site (left lower
panel) DCA dynamical mean field approximation at temperature
T ¼ t=40 with t0=t ¼ 0. Dashed line: location of the normal state
pseudogap onset. Circles and shading (red online) indicate the
superconducting region; squares (black online) and no shading the
nonsuperconducting Fermi liquid; diamonds and lighter shading
(blue online) the nonsuperconducting pseudogap region; triangles
and heavy solid line (dark green online) theMott insulating region
at n ¼ 1 and U >Uc. Open circles (light green online) denote
the points analyzed in Fig. 2. ‘‘Cross’’ and ‘‘plus’’ symbols in the
lower left panel denote points determined by Yang et al. [22] to
be nonsuperconducting and superconducting, respectively.
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FIG. 2: Momentum space tiling used to define cluster approximations studied here: 2-site (leftmost panel), 4-site with stan-
dard patching (second from left), 4-site with alternative patching (4⇤), (central panel), 8-site (second from right) and 16-site
(rightmost panel). Momentum space patches indicated by shaded regions; electron self energy is independent of momentum
within a patch but may vary from patch to patch. Dots (red online) represents the K points in reciprocal space associated to
the patches in the DCA construction (see text). Thin lines : Fermi surfaces for the non-interacting system with t0 = �0.15t
for half filling and hole dopings of 10%, 20%, and 30%. All clusters have an inner patch around (0, 0) (yellow online) and an
outer patch around (�, �) (green online). Clusters with four or more sites also have an antinodal patch at (�, 0) and symmetry
related points (blue online), clusters with eight or more sites have a nodal patch ((�/2, �/2), red online). The 16-site cluster
has two additional independent momentum sectors, around (�/2, 0) (orange online) and around (3�/2, �/2) (cyan online). All
clusters have the full point group symmetry of the lattice.

field, given present computational capabilities, and call
for a new generation of theoretical developments aiming
at improving momentum-space resolution.

While the various aspects of the doping-dependent
phase diagram of the two dimensional Hubbard model
have been noted in various ways in the cluster dynam-
ical mean field literature, the generality of the results
and their robustness to choice of cluster have not been
previously appreciated. The comparison of results for
di�erent sized clusters clearly demonstrates that the es-
sentials of the carrier concentration dependence of phys-
ical properties of a doped Mott insulator are as sketched
in Fig. 1. Far from the insulating state, the properties
are those of a moderately correlated Fermi liquid. More-
over, the momentum dependence of the renormalizations
is very weak: the properties are described well by single-
site dynamical mean field theory, as previously noted e.g.
in Refs. 30,31. We refer to this regime as the isotropic
Fermi liquid. (Note that “isotropic” here means isotropic
scattering properties (self energy) along the Fermi sur-
face, but the Fermi surface is not circular.) As the dop-
ing is decreased towards the n = 1 insulating state the
system enters an intermediate doping regime where the
low temperature behavior is still described by Fermi liq-
uid theory, but the Fermi liquid is characterized by a
strong momentum dependence of the renormalizations,
with the renormalizations being largest near the zone cor-
ner (0,�)/(�, 0) points and smallest near the zone diago-
nal (±�/2,±�/2) regions of momentum space. We refer
to this as the regime of momentum space di�erentiation.
The change between the isotropic and momentum-space
di�erentiated Fermi liquid regimes is not characterized by
any order parameter and we believe it to be a crossover,
not a transition, but the doping at which the change oc-
curs is surprisingly sharply defined, and is indicated by
dashed lines in Fig. 1.

As the doping is decreased yet further, a non-Fermi-

liquid regime appears on the hole doping side but not
on the electron doping side (for the moderate anisotropy
considered here). In the non-Fermi-liquid regime, re-
gions of momentum space near (0,�)/(�, 0) acquire an
interaction-induced gap, while the zone diagonal regions
of momentum space remain gapless and (as far as can be
determined) Fermi-liquid like. We refer to this regime as
the sector selective regime. The boundary between the
regime of momentum space di�erentiation and the sec-
tor selective regime is indicated by a light solid line in
Fig. 1. Finally at doping n = 1 the system is in the Mott
insulating phase.

The remainder of the paper is organized as follows. In
section II we summarize the general features of the dop-
ing driven Mott transition, define the model to be studied
and the questions to be considered and outline the theo-
retical approach. In section III we demonstrate the exis-
tence of di�erent doping regimes and how they appear in
the di�erent cluster calculations. Section IV explores in
more detail the intermediate “momentum space di�eren-
tiation” doping regime, studies the momentum-selective
regime, and aspects associated with the pseudogap. Sec-
tion V then considers the sector selective regime. In sec-
tion VI we summarize our insights into the behavior of
smaller size clusters. Finally, section VII is a summary
and conclusion, also pointing out directions for future
work.

II. MODEL AND METHOD

In conventional electronic structure theory, band insu-
lators are periodic crystals in which all electronic bands
are either filled or empty. A necessary condition for band
insulating behavior is that the number of electrons per
unit cell is even. For the purpose of this paper we define
a correlation-induced or “Mott” insulator as a periodic
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FIG. 1. d-wave superconducting phase obtained by the plaquette CDMFT solution of the two-dimensional Hubbard model.
We explore the T � U � � space by taking cuts at n = 1 as a function of U and T [panel (a)] and at constant U as a function
of � and T [panels (b) to (g)]. Superconductivity is delimited by T d

c (line with blue filled circles), the temperature below which
the superconducting order parameter � is nonzero. Color corresponds to the magnitude of |�| (see supplementary Fig. S1 for
�(U) and �(�) curves at di↵erent T ). The loci of �

max

(�) are shown by blue triangles. On the right vertical axis we convert
temperature to Kelvin by using t = 0.35eV. The coexistence region across the first-order Mott metal-insulator transition appears
in panel (a) as red shaded area. It is obtained from the hysteretic evolution of the double occupancy with U [7].

ary, T d
c , is obtained from the mean of the two tem-

peratures where � changes from finite to a small value
(here |�|=0.002). While there is no continuous symme-
try breaking in two dimensions at finite temperature, T d

c

physically denotes the temperature below which the su-
perconducting pairs form within the cluster [7]. The ac-
tual Tc can be reduced (because of long wavelength ther-
mal or quantum fluctuations [24] or of competing long
range order [1]) or increased (because of pairing through
long wavelength antiferromagnetic fluctuations [25]), but
T d
c still remains a useful quantity marking the region

where Mott physics and short-range correlations produce
pairing.

As a function of U , T d
c changes from finite to zero dis-

continuously at the first-order Mott metal-insulator tran-
sition (red shaded region in panel a). Superconductivity
appears in the metastable metallic state near the Mott
insulator, never in the Mott insulator itself (panels a, b).
As a function of doping, T d

c forms a dome as long as U is
larger than the critical value necessary to obtain a Mott
insulator at half-filling (panels c-g). In our previous stud-
ies [7, 14] we left opened two possibilities: as a function
of �, either superconductivity is separated from the Mott
insulator at � = 0 by a first-order transition or there is
an abrupt fall of T d

c (�). By increasing the resolution in
doping near � = 0, here we find the latter, namely T d

c (�)
plummets with decreasing �.

The superconducting dome is highly asymmetric.
T d
c (�) is zero at � = 0, initially rises steeply with increas-

ing �, reaching a peak at the optimal doping �
opt

and then
declines more gently with further doping. The global
maximum Tmax

c of T d
c in the U � � � T space occurs just

above U
MIT

and at finite doping �
opt

. Further increase
of U leads to a decrease in Tmax

c , as expected if T d
c (�)

scales with the superexchange energy J = 4t2/U for large

enough U [11, 26]. As a function of U , the optimal doping
�
opt

departs from � = 0 for U > U
MIT

, increasing with
increasing U and saturating around � ⇡ 0.04 for large U
(see also supplementary Fig. S2).

The range of doping where superconductivity occurs
at the lowest temperature is consistent [14] with results
obtained with CDMFT at T = 0 [11]. The asymmet-
ric superconducting dome with an abrupt fall of T d

c with
decreasing � is also consistent with dynamical cluster ap-
proximation results on larger clusters [22]. In the latter
calculations, the increased accuracy in momentum space
leads to a Tc that vanishes before half-filling.

Superconducting order parameter.– To analyse the
shape of the superconducting phase we turn to the su-
perconducting order parameter �, whose magnitude is
color-coded in Fig. 1 (the raw data is in Fig. S1). While
Tmax

c occurs at finite doping, the overall maximum �
max

is found in the undoped model close to the Mott insula-
tor. But as a function of doping, for U > U

MIT

, � forms a
dome that reaches a peak at �

�

max

. At our lowest temper-
ature, �

�

max

increases with increasing U , and saturates
around � ⇡ 0.11 [11] for large values of U . Notice that
�
�

max

at our lowest temperature does not coincide with
�
opt

, i.e. the doping that optimizes T d
c . Hence, T d

c (�)
does not scale with �(�, T ! 0). Instead, the locus of
the maxima of � in the � � T plane at fixed U traces a
negatively sloped line within the superconducting dome
(lines with blue triangles) that separates the supercon-
ducting dome in two regions. The sharp asymmetry of
the superconducting dome is thus linked to this nega-
tively sloped line, which in turn is related to the phase
transition between pseudogap and correlated metal in the
underlying normal state, as we discuss below.

Superconductivity and pseudogap.– Understanding the
normal state has long been considered a prerequisite to

Fratino et al. Scientific Reports 6, 22715 (2016)
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ing to inconclusive results. However, since the average sign
in DCA-QMC simulations is significantly larger than in
finite-size QMC counterparts, exploring lower tempera-
tures and larger clusters becomes possible. In addition,
the advent of new parallel vector machines, such as the
Cray X1 at ORNL, improves the speed of these calcula-
tions by more than 1 order of magnitude compared to
conventional architectures, making simulations on large
clusters with a small average sign feasible. Within the
limits of current computational capability, we observe
finite transition temperatures in the largest affordable clus-
ters. There the results are independent of cluster size within
the error bars, although we cannot preclude a further small
reduction in transition temperatures in yet larger clusters.

Previous DCA simulations with a cluster of four sites,
the smallest cluster that can capture dx2!y2 -wave pair-
ing, with U equal to the bandwidth W " 8t, show good
general agreement with HTSC [15]. In the paramagnetic
state, the low-energy spin excitations become suppressed
below the crossover temperature T#, and a pseudogap
opens in the density of states at the chemical potential.
At lower temperatures, we find a finite temperature tran-
sition to antiferromagnetic long-range order at low doping,
while at larger doping, the system displays an instability to
dx2!y2 -wave superconducting long-range order. This ap-
parent violation of the Mermin-Wagner theorem is a con-
sequence of the small cluster size studied [see also [16] ].
More recent results obtained with a similar quantum clus-
ter algorithm confirm the presence of antiferromagne-
tism and superconductivity in the ground state of the 2D
Hubbard model [17].

With increasing cluster size, however, the DCA progres-
sively includes longer-ranged fluctuations while retaining
some mean-field character. Larger clusters are thus ex-
pected to systematically drive the Néel temperature to
zero and hence recover the Mermin-Wagner theorem in
the infinite cluster size limit. In contrast, superconductivity
may persist as KT order even for large cluster sizes.

Since the large cluster simulations presented here are at
the limit of current computational capabilities, we are
restricted in our ability to explore both the parameter space
and different cluster sizes. We choose the parameters to
favor superconducting and antiferromagnetic order. In our
study of superconductivity, we choose U " 4t " W=2 (we
take t as our unit of energy). While we observe that larger
values of U yield higher transition temperatures in the
4-site cluster, the smaller value of U greatly reduces the
sign problem and thus allows us to simulate larger cluster
sizes. We focus on a doping of 10%, where the pairing
correlations are maximal for U " W=2. To study antifer-
romagnetism, we focus on the undoped model and setU "
8t, where the Néel temperature is highest.

Furthermore, we have to be careful in selecting different
cluster sizes and geometries. Much can be learned from
simulations of finite-size systems, where periodic bound-
ary conditions are typically used. Betts and Flynn [18] sys-
tematically studied the 2D Heisenberg model on finite-size

clusters and developed a grading scheme to determine
which clusters should be used. The main qualification is
the ‘‘imperfection’’ of the near-neighbor shells: a measure
of the (in)completeness of each neighbor shell compared to
the infinite lattice. In finite-size scaling calculations they
found that the results for the most perfect clusters fall on a
scaling curve, while the imperfect clusters generally pro-
duce results off the curve. Here, we employ some of the
cluster geometries proposed by Betts (see Fig. 1) to study
the antiferromagnetic transition at half filling and general-
ize Betts’ arguments to generate a set of clusters appro-
priate to study d-wave superconductivity.

To illustrate that the DCA recovers the correct result as
the cluster size increases, we plot in Fig. 2 the DCA results
for the Néel temperature TN at half filling as a function of
the cluster size Nc. TN decreases slowly with increasing
cluster size Nc. As spin correlations develop exponentially
with decreasing temperature in 2D, the Nc > 4 data fall
logarithmically with Nc, consistent with TN " 0 in the
infinite size cluster limit. Thus, the Mermin-Wagner theo-
rem is recovered for Nc ! 1. The clusters with Nc " 2
and Nc " 4 are special because their coordination number
is reduced from four. For Nc " 2 the coordination number
is one and hence a local singlet is formed on the cluster for
temperatures below J$ t2=U. In the Nc " 4 site cluster,

FIG. 1 (color). Cluster sizes and geometries used in our study.
The shaded squares represent independent d-wave plaquettes
within the clusters. In small clusters, the number of neighboring
d-wave plaquettes zd listed in Table I is smaller than 4, i.e., than
that of the infinite lattice.
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bars on larger cluster results are expected to be of the same
order or larger. The results clearly substantiate the topo-
logical arguments made above.

As noted before, the Nc ! 4 result is the mean-field
result for d-wave order and hence yields the largest pairing
correlations and the highest Tc. As expected, we find large
finite-size and geometry effects in small clusters. When
zd < 4, fluctuations are overestimated and the d-wave
pairing correlations are suppressed. In the 8A cluster where
zd ! 1 we do not find a phase transition at finite tempera-
tures. Both the 12A and 16B cluster, for which zd ! 2,
yield almost identical results. Pairing correlations are en-
hanced compared to the 8A cluster and the pair-field
susceptibility Pd diverges at a finite temperature. As the
cluster size is increased, zd increases from 3 in the 16A
cluster to 4 in the larger clusters, the phase fluctuations
become two-dimensional, and as a result, the pairing cor-
relations increase further (with exception of the 18A clus-
ter). Within the error bars (shown for 16A only), the results
of these clusters fall on the same curve, a clear indication
that the correlations which mediate pairing are short
ranged and do not extend beyond the cluster size.

The low-temperature region can be fitted by the KT form
Pd ! A exp"2B=#T $ Tc%0:5&, yielding the KT estimates
for the transition temperatures TKT

c given in Table I. We
also list the values Tlin

c obtained from a linear fit of the low-
temperature region, which is expected to yield more accu-
rate results due to the mean-field behavior of the DCA
close to Tc [12]. For all clusters with zd ' 3 we find a
transition temperature Tc ( 0:023t) 0:002t from the lin-
ear fits. We cannot preclude, however, the possibility of a
very slow, logarithmic cluster size dependence of the form
Tc#Nc% ! Tc#1% * B2="C* ln#Nc%=2&2 where Tc#1% is
the exact transition temperature. In this case it is possible
that an additional coupling between Hubbard planes could
stabilize the transition at finite temperatures.

In summary, we have presented DCA-QMC simulations
of the 2D Hubbard model for clusters up to Nc ! 32 sites.
Consistent with the Mermin-Wagner theorem, the finite
temperature antiferromagnetic transition found in the
Nc ! 4 simulation is systematically suppressed with in-
creasing cluster size. In small clusters, the results for the
d-wave pairing correlations show a large dependence on
the size and geometry of the clusters. For large enough
clusters, however, the results are independent of the cluster
size and display a finite temperature instability to a d-wave
superconducting phase at Tc ( 0:023t at 10% doping when
U ! 4t.

We acknowledge useful discussions with M. Novotny,
R. Scalettar, S. Sorella, and S. R. White. This research was
enabled by computational resources of the Center for
Computational Sciences and was sponsored by the offices
of Basic Energy Sciences and Advanced Scientific Com-
puting Research, U.S. Department of Energy. Oak Ridge
National Laboratory is managed by UT-Battelle, LLC
under Contract No. DE-AC0500OR22725. The develop-
ment of the DCA formalism and algorithm was supported
by the NSF under Grant No. DMR-0312680 as well as
through resources provided by San Diego Supercomputer
Center under NSF cooperative agreement SCI-9619020.

[1] P. W. Anderson, Science 235, 1196 (1987).
[2] F. Zhang and T. Rice, Phys. Rev. B 37, R3759 (1988).
[3] N. Mermin and H. Wagner, Phys. Rev. Lett. 17, 1133

(1966).
[4] G. Su and M. Suzuki, Phys. Rev. B 58, 117 (1998).
[5] J. Kosterlitz and D. Thouless, J. Phys. C 6, 1181 (1973).
[6] C. Halboth and W. Metzner, Phys. Rev. B 61, 7364

(2000).
[7] E. Dagotto, Rev. Mod. Phys. 66, 763 (1994).
[8] S. Sorella, G. Martins, F. Becca, C. Gazza, L. Capriotti,

A. Parola, and E. Dagotto, Phys. Rev. Lett. 88, 117002
(2002).

[9] D. Scalapino, J. Low Temp. Phys. 117, 179 (1999).
[10] T. Paiva, R. R. Santos, R. Scalettar, and P. Denteneer,

Phys. Rev. B 69, 184501 (2004).
[11] M. H. Hettler, A. N. Tahvildar-Zadeh, M. Jarrell,

T. Pruschke, and H. R. Krishnamurthy, Phys. Rev. B 58,
R7475 (1998).

[12] T. Maier, M. Jarrell, T. Pruschke, and M. Hettler, Rev.
Mod. Phys. 77, 1027 (2005).

[13] T. R. Thurston et al., Phys. Rev. B 40, 4585 (1989).
[14] M. Jarrell, T. Maier, C. Huscroft, and S. Moukouri, Phys.

Rev. B 64, 195130 (2001).
[15] T. Maier, M. Jarrell, T. Pruschke, and J. Keller, Phys. Rev.

Lett. 85, 1524 (2000).
[16] G. Su, Phys. Rev. Lett. 86, 3690 (2001).
[17] D. Senechal, P.-L. Lavertu, M.-A. Marois, and A.-M.

Tremblay, Phys. Rev. Lett. 94, 156404 (2005).
[18] D. Betts, H. Lin, and J. Flynn, Can. J. Phys. 77, 353

(1999).
[19] K. Kuroki, T. Kimura, and H. Aoki, Phys. Rev. B 54,

R15641 (1996).

0.0

0.5

1.0

1.5

2.0

2.5

3.0

 0  0.1  0.2  0.3  0.4  0.5

1/
P

d

T/t

4A
8A

12A
16B
16A
20A
24A
26A

0.0

0.2

0.4

0.6

0.8

 0  0.02  0.04  0.06

FIG. 3 (color). Inverse d-wave pair-field susceptibility as a
function of temperature for different cluster sizes at 10% doping.
The continuous lines represent fits to the function Pd !
A exp"2B=#T $ Tc%0:5& for data with different values of zd.
Inset: magnified view of the low-temperature region.

PRL 95, 237001 (2005) P H Y S I C A L R E V I E W L E T T E R S week ending
2 DECEMBER 2005

237001-4

d-
SC

 s
us

ce
pt

ib
ili

ty

T/t



58

Benchmarks



Converging cluster DMFT

• Simons Collaboration Comparison paper  
J. LeBlanc et al. Phys. Rev. X 5, 041041 (2015)

• Where can we converge the cluster DMFT vs size ?  
i.e. obtain the exact solution of e.g. the Hubbard model ?

• Systematic benchmarks of new methods on these points
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U=t ¼ 4, in order for the finite-T data to be consistent with
T ¼ 0. Similar to the strong coupling case, DF provides
only a slight shift to the double occupancy, a minimal
improvement over DMFT alone.
The ground-state double occupancies are very precisely

determined by AFQMC and DMET, which are in agree-
ment. The FN value is somewhat overestimated. Results
from DMRG fall below AFQMC and DMET, and the error
bar underestimates the uncertainty. The larger error appears
to be consistent with the difficulty in treating the small U
limit in the DMRG calculations. The results from MRPHF
show an improvement in D as the system size is increased,
consistent with the behavior for the energy. In the case of
UCCSD, since it is an expansion in the coupling strength, at
weak coupling the procedure is more reliable, and while
there are substantial finite-size effects, the extrapolation
produces a result within error bars of AFQMC and, in
general, agreement with DMET.

VIII. FREQUENCY AND MOMENTUM
DEPENDENCE

Next, we discuss single-particle finite-temperature prop-
erties. All finite-temperature algorithms discussed in this
work are based on approximations of the single-particle
self-energy. We show three characteristic plots for this
quantity: Figure 15 shows the imaginary part of the local
self-energy as a function of Matsubara frequency, Fig. 16
shows the dependence of the real part of the lowest
Matsubara frequency on k space, and Fig. 17 shows the
frequency dependence of the imaginary part of the self-
energy for a specific momentum. Any discrepancy in the
energy or double occupancy is the result of discrepancies in
the single-particle self-energy.
The data shown in Fig. 15 are obtained for weak

interaction strength U=t ¼ 2 and for a density n ¼ 0.3.

In this metallic regime, self-energies are small. Black circles
denote the imaginary part of the local self-energy from an
Nc ¼ 20 DCA calculation, which for these parameters
shows essentially no finite-size effects. The data agree
perfectly with DiagMC-G2W data shown as red dashed
lines, and convergence of the DiagMC-G2Γ method to the
result of the other two methods (stars, magenta dotted line)
is observed as a function of expansion order α. This
agreement implies that the local physics is captured well
by all three algorithms.
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FIG. 15. Imaginary part of the local self-energy, ImΣlocðiωnÞ at
U=t ¼ 2, T=t ¼ 0.5 and n ¼ 0.3 from DCA and DiagMC. In the
case of DiagMC-G2Γ, we label α, the series order from Eq. (7).

FIG. 16. Comparison of the real part of the self-energy,
ReΣðk; iω0Þ, at the lowest Matsubara frequency iω0, obtained
from DF (red) compared to 72-site DCA calculations (black)
plotted as a function of momentum k, throughout the Brillouin
zone for n ¼ 1.0, U=t ¼ 8, T=t ¼ 0.5. The dual fermion and
DCA self-energies are plotted as step functions. Also included are
interpolated results obtained by diagrammatic determinantal
Monte Carlo (DDMC) [120,140,142,143] (dashed black) with
a gray shading to indicate the level of uncertainty.
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FIG. 17. Comparison of the frequency dependence of the
imaginary part of the self-energy, ImΣðk; iωnÞ, at fixed k ¼
ðπ; 0Þ obtained from DF (red) compared to 72-site DCA
calculations (black) plotted for n ¼ 1.0, U=t ¼ 8, T=t ¼ 0.5.
Also shown are results from the dynamical vertex approximation
DΓA (blue) [124,144].
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⌃̃k(i!n) ⌘ ⌃(k, i!n)� ⌃
loc

(i!n)

• T/D = 0.125

• CDMFT with 
reperiodization

From J. Vucicevic 2017



Outline

• Lecture 1 : Introduction to DMFT

• Lecture 2 :  Multiorbital DMFT and clusters

• Towards more realism : multi-orbital DMFT

• Cluster methods

• Motivation

• Formalism : CDMFT, DCA and co.

• Highlights : a few results with clusters for Hubbard model.

• Lecture 3 : Impurity solvers

• Lecture 4 : Introduction to TRIQS & Hands-on
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