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Preface

The first part of this thesis deals with a non-standard approach to field theories. This approach
tries to substitute the classical matrix formalism by mowing towards division algebras, espe-
cially complex quaternions. This division algebra perspective has its roots in treating such as
[Dixon, 2013, Furey, 2016], and [Greiter and Schuricht, 2003]. This exploits the non-commutativity
of quaternions which helps to define Lorentz transformations of left-handed and right-handed
spinors by left and right multiplications, respectively. It also yields nicer implementations of some
of the operators in field theory, e.g. parity operator which becomes merely a quaternion conjuga-
tion.

The second part is dedicated to non-commutative geometry. This relatively new branch of
mathematics, which extends the classical Riemannian geometry, was first developed by a French
mathematician in [Connes, 1994]. The basic idea of this new geometry relies in a generaliza-
tion of the famous Gelfand-Naimark theorem, which roughly says that the structure space of
the space of continuous function over some topological space is isomorphic to the topological
space itself. This shift of focus from topology and geometry to algebra can be extended be-
yond the commutative algebras of function spaces, e.g. to non-commutative algebras or even to
non-associative algebras. The non-commutative case provides a far reaching reinterpretation of the
standard model of particle physics [Chamseddine and Connes, 1997, Chamseddine et al., 2007] and
[Connes and Marcolli, 2008]. There is also an approach to standard model from non-associative
geometry, namely [Farnsworth and Boyle, 2015] and [Farnsworth, 2015]. However, in this thesis I
will only consider the non-commutative geometry, and try to show some interesting links between
the application of non-commutative geometry in particle physics and division algebras. Concretely,
I will exploit the idea of an almost-commutative manifold with the algebra of its finite spectral
triple being equal to C ⊕ Q, and R ⊕ C ⊕ Q. This would yield the full electroweak sector of one
generation non-commutative standard model with see-saw mechanism for neutrinos, first proposed
by [Chamseddine et al., 2007], and a very similar electroweak sector with neutrinos having only
Majorana masses, respectively.

What remains to be considered is the non-associative approach of [Farnsworth and Boyle, 2015]
applied to the algebra of octonions. In other words it would be interesting to see an almost-
commutative manifold with the algebra of the finite spectral triple corresponding to R⊕C⊕Q⊕O.

Organization of the thesis

In the first chapter of this thesis I recall some basic definitions and theorems from division algebras,
which will be used throughout this thesis, and Lorentz group and its Lie algebra. Then I move
on a mathematical treatment of representations of Lie groups, especially the representation of the
proper, orthochronous Lorentz group - spinors and vectors. The following chapter uses the ma-
chinery so far developed and introduces a new approach to field theory using complex quaternions.
This approach was inspired by [Dixon, 2013, Greiter and Schuricht, 2003], and [Furey, 2016].

The third chapter introduces some basic notions such as Clifford bundles or Dirac operators,
and then moves on the development of non-commutative geometry and spectral triples. The penul-
timate chapter dives into almost-commutative manifolds and their similarities to gauge theories. It
also deals with so-called spectral action. In the last chapter I present three examples of paramount
importance in the non-commutative standard model. The first deals with massless electrodynam-
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ics, and sets up an intuition for the roles played by different parts of real, even, spectral triples. The
second application introduces electroweak sector of one generation standard model with see-saw
mechanism for neutrinos, first introduced in [Chamseddine et al., 2007]. The last example modifies
the previous one in a way that the neutrino masses are Majorana.
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Chapter 1

Basics

Let me start with a recollection of some, for this thesis important, fact about division algebras,
Lorentz group, and its Lie algebra. First, I will examine division algebras.

1.1 Division algebras
It turns out that up to isomorphism there are only four normed division algebras, namely real
and complex numbers, quaternions, and octonions. Although, the term real numbers was only
introduced in 17th century by Descartes, and used to distinguish real roots of polynomials from
imaginary ones, the history of real numbers goes far beyond to the Indian, Chinese, and Arabic
mathematicians of medieval times. This makes them the oldest and the most popular division
algebra. Next on the list are complex numbers which are a bit more showy and much younger (16th
century). One could argue that the formalisation of complex numbers as pairs of real numbers
by Hamilton in 1835 led him to discover quaternions in 1843, and this subsequently let to the
discovery of octonions by Hamilton’s friend Graves a couple of months later. I will mostly talk
about the first three division algebras since they will be most important for this thesis. So let’s
start.

In this section I will follow [Baez, 2002] and [Badger, 2006]. The reader is encouraged to go to
the mentioned articles for more details on the subject.

1.1.1 Definitions
Definition 1.1.1. A non-zero algebra A is called a division algebra, if the operations of left and
right multiplication by any non-zero element are invertible. Equivalently, A is called a division
algebra if

(a, b ∈ A) : (ab = 0) =⇒ (a = 0) ∨ (b = 0) .

Definition 1.1.2. An algebra A is called a normed division algebra if it also is a normed vector
space with a norm ‖ab‖ = ‖a‖‖b‖.

Remark. The previous definition implies that ‖1‖ = 1, and that A is a division algebra.

Definition 1.1.3. Let A be an algebra. Then

i) the commutator is defined as a bilinear map [·, ·] : A×A→ A, given by

[a, b] = ab− ba , ∀a, b ∈ A ;

ii) the anti-commutator is defined as a bilinear map {·, ·} : A×A→ A, given by

{a, b} = ab+ ba , ∀a, b ∈ A ;

1



2 1. Basics

iii) the associator is defined as a trilinear map [·, ·, ·] : A×A×A→ A, given by

[a, b, c] = (ab)c− a(bc) , ∀a, b, c ∈ A .

Definition 1.1.4. An algebra A is said to be

i) unital if it admits unity, i.e.

(∃1 ∈ A) : 1a = a1 = a , ∀a ∈ A ;

ii) commutative if the commutator vanishes on any two elements of A, i.e.

[a, b] = 0 , ∀a, b ∈ A ;

iii) associative if the associator vanishes on any three elements of A, i.e.

[a, b, c] = 0 , ∀a, b, c ∈ A ;

iv) alternating if the subalgebra generated by any two elements of A is associative, i.e.

[a, a, b] = 0 = [a, b, b] , ∀a, b ∈ A .

Remark. Equivalently, A is alternative if and only if the associator is alternating, i.e. it switches
sign whenever any two arguments are exchanged.

Definition 1.1.5. Let A be a non-commutative algebra. Then it makes sense to a define left
multiplication L : A→ End(A) as

La b = ab , ∀a, b ∈ A ;

and a right multiplication R : A→ End(A) as

Ra b = ba , ∀a, b ∈ A .

Remark. With this definition at hand it is possible to define the associator as

[a, b, c] = (ab)c− a(bc) = [Rc,La] b , ∀a, b, c ∈ A .

Note. I will denote the real numbers by R, the complex numbers by C, the quaternions by Q, and
the octonions by O.

Theorem 1.1.1 (Zorn). If A is an alternating, real division algebra, then A is isomorphic to R,
C, Q or O.

Corollary (Hurwitz). If A is a normed real division algebra, then A is isomorphic to R, C, Q or
O.

Note. For a proof of the Zorn’s theorem and Hurwitz corollary see Theorem 4.8 and Corollary
4.11, both in [Badger, 2006].

1.1.2 Complex numbers
After the real numbers, the complex numbers, are the second simplest1 (2-dimensional) real normed
division algebra, they are both commutative, and associative. It has two generators, the identity
1, and the imaginary unit ι, such that ι2 = −1.

Proposition 1.1.2. The automorphism group2 of complex numbers Aut(C) is isomorphic to Z2,
with the only non-trivial element being complex conjugation ·∗ : C→ C given by

a+ ιb∗ = (a− ιb) , ∀a, b ∈ R .

Remark. The automorphism group of real numbers is trivial, i.e. having only the identity element.
1Well, depends on the point of view... In short, O are one-sided complete, Q are two-sided complete, and finally

C are neither one- nor two-sided complete and one has to take into account action arising outside of the algebra
(complex conjugation) in order to make it complete. For more details see page 39 in [Dixon, 2013].

2What is meant here is algebra automorphism, acting trivially on the identity. There is an infinite number of
general automorphisms for C. For more see [Ebbinghaus et al., 2013].
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1.1.3 Quaternions
Quaternions are the third simplest (4-dimensional) real normed division algebra, they are non-
commutative, and associative. The underlying vector space is generated by four basis elements
{1, εx, εy, εz}, where 1 is the identity and the other three elements are subjected to the following
relations

ε2x = ε2y = ε2z = εxεyεz = −1 .

For notational reasons I will often denote εx, εy and εz by ε1, ε2 and ε3, respectively. Hence,
any quaternion can be written as

q = q01 + qiεi ,

where the summation convention applies. The directions 1, 2, 3 or x, y, z will be referred to as
spatial directions, the remaining 0 or t (denoting the identity) will be referred to as the time
direction.

Any two repeated indices, one upper and the other lower, in a formula indicate summation.
The Latin indices from the middle of alphabet (e.g. i, j, k, . . . ) indicate spatial directions (numbers
1 to 3), and are raised and lowered by the Kronecker delta (δij , δij).
Greek indices from the middle of alphabet (e.g. µ, ν σ, . . . ) indicate time and spatial directions
(numbers 0 to 3) and are raised and lowered by the "Minkowski eta" (ηµν , ηµν) giving minus sign
to the spatial direction.

There is a couple of useful relations when it comes to multiplication of quaternions, the first
goes as follows3

εiεj = −δij + ε k
ij εk . (1.1)

Next, there are commutation, and anti-commutation relations which will be used extensively.

Lemma 1.1.3. Quaternions satisfy the following commutation, and anti-commutation relations[εi
2
,
εj
2

]
= ε k

ij

εk
2
, {εi, εi} = −2δij . (1.2)

For complexified quaternions (C⊗R Q) one can write[ ιεi
2
,
ιεj
2

]
= ιε k

ij

ιεk
2
, {ιεi, ιεi} = 2δij . (1.3)

Proof. Follows directly from the equation (1.1).

Definition 1.1.6. The quaternionic norm ‖·‖ : Q→ R+ is defined to be

‖q‖2 = qq̄ , ∀q ∈ Q ,

where the symbol · : Q→ Q is quaternionic conjugation given by

q01 + qiεi = (q01− qiεi) , ∀q ∈ Q .

The scalar product on quaternions 〈·, ·〉 : Q⊗Q→ R is defined by

〈p, q〉 =
1

2
(pq + qp) , ∀p, q ∈ Q .

The reader can convince himself that 〈p, q〉 = p0q0 +pxqx+pyqy+pzqz. For the case of complex
quaternions (C ⊗R Q) the situation is slightly more interesting. The norm is no longer positive
definite; and the most interesting case where q′ = (q01 + qiιεi) yields

〈q′, q′〉 = (p0)2 − (px)2 − (py)2 − (pz)2 .

We will talk about this much later in the next chapter.
3This is an immediate consequence of the multiplication table for quaternions, see e.g. Wikipedia.

https://en.wikipedia.org/wiki/Quaternion
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Remark. Note that for p, q ∈ Q being orthogonal with respect to the scalar product is equivalent
to pq ∈ =(Q), where = denotes the imaginary part. The real part will be denoted by <.
Also note that the inverse of any quaternion q can be written as q−1 = q

‖q‖2 .

Lemma 1.1.4. The unit quaternions, called versors, are isomorphic to the 3-sphere S3 ∼= SU(2).

Proof. This is quite simple, one just needs to realize that the 3-sphere is a subspace of C2, namely

S3 =
{

(z1, z2) ∈ C2 : |z1|2 + |z2|2 = 1
}
,

and that a matrix representation of quaternions is

q = q01 + qiεi 7→
(
q0 + ιq3 −q2 + ιq1

q2 + ιq1 q0 − ιq3
)

= Q .

This map is an injection from Q to M2(C) satisfying ‖q‖ =
√

detQ.

Proposition 1.1.5. The automorphism group of quaternions, Aut(Q), is isomorphic to SO(3) ∼=
RP 3. Moreover, the automorphism group consists of only inner automorphisms, i.e. automor-
phisms of the form q 7→ pqp−1 for some p ∈ Q.

Proof. The (algebra) automorphism preserves identity and therefore also length. Moreover, from
the previous lemma one has that versors are isomorphic to S3, whose automorphism group is
SO(3).
To prove the second part, first note that any versor can be written as

p =(cos(θ)− piεi sin(θ))

= exp(−θpiεi) ,

with an inverse

p =(cos(θ) + piεi sin(θ))

= exp(θpiεi) .

Now, without loss of generality, one can choose our p = (cos( θ2 )− εx sin( θ2 )), which is nothing else
than a rotation around spatial x-direction by an angle θ

pqp−1 =

[
cos

(
θ

2

)
− εx sin

(
θ

2

)]
q

[
cos

(
θ

2

)
+ εx sin

(
θ

2

)]
= cos2

(
θ

2

)
q − cos

(
θ

2

)
sin

(
θ

2

)
(εxq − qεx)− sin2

(
θ

2

)
εxqεx

= qt + qxεx + [cos(θ)qy + sin(θ)qz] εy + [− sin(θ)qy + cos(θ)qz] εz ,

(1.4)

where in the last line the trigonometric identities have been used.

1.2 Lorentz group
The Lorentz group, O(1, 3), is a 6-dimensional, real Lie group of all transformations preserving
"Minkowski eta"4 It is not connected but has four connected components, which are not simply
connected. The physically significant component is the one connected to the identity. It is called
proper, orthochronous Lorentz group, and I will denoted it by SO+(1, 3).

The quotient of groups O(1, 3)/O+(1, 3) consists of the four elements {1, P, T, PT}, and has
again the structure of a group. T is usually called the time-reversal operator, and P is referred to
as the parity-reversal operator. From this it is easy to see that 1 and PT are proper, i.e. preserving
orientation5; 1 and P are orthochronous, i.e. preserving time direction.

4I call it "Minkowski eta" because, for now, I am talking about a single point (e.g. I don’t have coordinate
dependence, yet).

5In the matrix representation these have determinant equal to +1.
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1.2.1 Lie algebra of Lorentz group
I will denote the Lie algebra of SO+(1, 3) by so(1, 3). Its exponentiation gives a universal, spin,
double cover of SO+(1, 3), denoted by SL(2,C) ∼= Spin+(1, 3)6.

A general element of SL(2,C) can be written as

Λ = exp(θiJi + βiKi) , (1.5)

where Ji,Ki ∈ sl(2,C) are the rotation and boost generators, respectively.
Remark. A potential point of confusion can arise! The Lie algebra sl(2,C) is a 3-dimensional
complex algebra. However, I will look at this algebra, and also at the group it generates, as at
a 6-dimensional real algebra, hence six generators Ji,Ki for i ∈ {1, 2, 3}. The reason for this is
that it is desired to parametrize boosts and rotations by real angles; the consequences are left- and
right-handed spinors, I will talk about this later.

The generators satisfy the following commutation relations

[Ji, Jj ] = −ε k
ij Jk ,

[Ji,Kj ] = −ε k
ij Kk ,

[Ki,Kj ] = ε k
ij Jk .

(1.6)

From these relations it is easy to see that

Ki = ±ιJi . (1.7)

I postpone the discussion which sign to pick until the proposition 1.2.6.
In the next definition I will define three inter-related conjugation operators acting on the Lie

algebra sl(2,C). Their names are neatly chosen so that they will correspond to the operators of
the same name acting on complex quaternions.

Definition 1.2.1. Let Ji, Ki be the generators of sl(2,C), and let X, Y be arbitrary elements of
sl(2,C). Then

i) the complex conjugation operator is defined by

J∗i = Ji , K∗j = −Kj , XY ∗ = X∗Y ∗ ;

ii) the quaternionic conjugation operator is defined by

Ji = −Ji , Kj = −Kj , XY = Y X ;

iii) the complex-quaternionic conjugation operator is defined by combination of the previous two,
(·)† = (·)∗ = (·)∗, i.e.

J†i = −Ji , K†j = Kj , XY † = Y †X† ;

The commutation relations from the equation (1.6) exactly determine the form of the anti-
commutation relations explored in the following lemma7.

Lemma 1.2.1. The generators of sl(2,C) satisfy the following anti-commutation relations

{Ji, Jj} = −1

2
eδij , {Ki,Kj} =

1

2
eδij ,

where e is the identity of sl(2,C).
6Note that Spin(1, 3) is sometimes in literature defined to be a universal cover of SO(1, 3), which is not connected.
7Strictly speaking multiplication, and hence anti-commutator, in a Lie algebra are not defined. To make sense

out of this, one has to go either to the enveloping algebra or to a (finite-dimensional) representation, which is always
isomorphic to some matrix algebra. But since in this thesis I am only concerned by finite-dimensional representations
I don’t need to worry about this.
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Proof. From the commutation relations it is clear that
[
J2, Ji

]
=
[
J2,Ki

]
= 0 for J2 = δijJiJj ,

and the same holds for K2. This means that both J2 and K2 are proportional to the identity e.
The equation

ae = K2 = δklKkKl =
1

2
δkl {Kk,Kl} ,

implies that {Ki,Kj} = 2a
3 eδij . Hence, I just need to show that J2 = − 3

4e, then the equation
(1.7) determine that K2 = 3

4e. To this end I need the following messy calculation

J2 1

2
δij {Ji, Jj} = JiJjJ

jJ i

=
1

2
{Ji, Jj} JjJ i +

1

2
[Ji, Jj ] J

jJ i

=
1

4
{Ji, Jj}

{
Jj , J i

}
− 1

4
ε k
ij Jk

[
Jj , J i

]
=

1

4
{Ji, Jj}

{
Jj , J i

}
+

1

4
ε k
ij Jkε

jilJl

=
1

4
{Ji, Jj}

{
Jj , J i

}
− 1

2
δklJkJl

=
1

4
{Ji, Jj}

{
Jj , J i

}
− 1

4
δij {Ji, Jj} ,

where JiJj = 1
2 {Ji, Jj} + 1

2 [Ji, Jj ], anti-symmetry of ε k
ij , and the commutation relations from

the equation (1.6) were used extensively. Cancelling the {Ji, Jj} in the above calculation, and
contracting with δij yields

3J2 = J2 − 3

2
e .

The generators of sl(2,C) can be combined into a two-tensor Mµν such that

M0i = Ki = Ki ,

M ij = εijkJk ,
(1.8)

and the commutation relations become

[Mµν ,Mσρ] = ηνσMµρ − ηµσMνρ + ηµρMνσ − ηνρMµσ .

With this notation a general element of SL(2,C) can be written as

ΛV = exp(
1

2
θµνM

µν) , (1.9)

where θ0i = θi = θi, and θij = εijkβ
k.

1.2.2 Spinors
In the present subsection I plan to introduce spinor representations of sl(2,C), viewed as a real Lie
algebra. But before I delve into this problem, let me first recall the definition of a representation,
and some useful results from the theory of representations of sl(2,C).

Definition 1.2.2. A representation of a Lie algebra g is a Lie algebra homomorphism ρ : g →
End(V ), i.e.

ρ([X,Y ]) = [ρ(X), ρ(Y )] , ∀X,Y ∈ g .

Theorem 1.2.2. For each non-negative half-integer j
(
j = n

2 ;n ∈ N0

)
, there is an 2j+1-dimensional

irreducible complex representation, Vj, of the complex Lie algebra sl(2,C). Any two irreducible
complex representations of sl(2,C) of the same dimension are isomorphic.
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Remark. The very first case, j = 0, is a trivial case of 1-dimensional representation. The objects
acted upon are called scalars. They don’t transform at all, for all three generators are mapped to
zero. The representation j = 1

2 is called fundamental and the objects it acts on are called Weyl
spinors.

Theorem 1.2.3. Let i and j be non-negative half-integers
(
i = m

2 , j = n
2 ;m,n ∈ N0

)
. Then for

any two complex representations of sl(2,C), Vi and Vj, one has

Vi ⊗ Vj ∼= Vi+j ⊕ Vi+j−2 ⊕ · · · ⊕ V|i−j|+2 ⊕ V|i−j| .

Note. Proofs of the last two theorems can by found in [Hall, 2015] as Theorem 4.32 and Theorem
C.1, respectively.

So far so good, but there is a problem. The theorem 1.2.2 says that all irreducible representa-
tions of sl(2,C) of equal dimension are isomorphic. However, from physics it is known that there
are two non-isomorphic representations of sl(2,C), namely right-handed and left-handed spinors.
The solution to this is in the following proposition.

Proposition 1.2.4. Let V be a complex vector space, and let g be an n-dimensional complex Lie
algebra. If g is viewed as a 2n-dimensional real Lie algebra, then for each irreducible representation
ρ : g → End(V ) there exists a non-isomorphic, conjugate, irreducible representation ρ† : g → EndV
called anti-representation.

Proof. First, I will show the existence of the anti-representation. If g is viewed as a complex
algebra ρ† is not a representation - it is anti-linear and hence not Lie algebra homomorphism! For
g viewed as real, this is not a problem because an anti-linear applied to real numbers is linear.

Second, I will prove that the two representations are non-isomorphic. By definition, two repre-
sentations are isomorphic if there exists an equivariant isomorphisms between the representation
spaces, i.e. it preserves action of the algebra and is linear.
More specifically, two representations ρ1 : g → End(V1), and ρ2 : g → End(V2) are isomorphic if
there exists a linear isomorphism φ : V1 → V2 such that

φ(ρ1(X)v) = ρ2(X)φ(v) , ∀X ∈ g , ∀v ∈ V1 .

By choosing ρ2 = ρ†1 I force φ to be anti-linear which contradicts the assumption of linearity.

φ(ρ1(X)zv) = φ(ρ1(zX)v) = ρ2(zX)φ(v) = z∗ρ2(X)φ(v) , ∀z ∈ C ,∀X ∈ g , ∀v ∈ V1 .

The conjugate representation denoted by ρ† is adjoint of the representation operator ρ; and it
depends on the underlying algebra in questions. E.g. for matrix algebra over C it is the hermitian
adjoint i.e. the complex conjugation followed by the transposition; however this does not mean
that the operator (·) is the transposition operator, since transposition does not fulfil the conditions
in the definition 1.2.1!
The case of interest here will be complex quaternions, and the adjoint operation will denote complex
conjugation followed by quaternionic conjugation8.

I also hearten the reader to notice the bar over the underlying space of anti-representation V .
It means that the basis elements of the underlying space of representation and anti-representation
are related by this very operation. Moreover, later on in the proposition 1.2.6, I will show that
this operation transforms left-handed spinors into right-handed ones and vice versa, but will not
flip the spin, i.e. it is the parity operator.

Corollary. If one views sl(2,C) as a 6-dimensional real algebra, then for j = 1
2 it has two non-

isomorphic representations called fundamental, and anti-fundamental (or conjugate).
8The reason behind this "double conjugation" is perhaps clearer to see from to the way of derivation outlined

in the subsection A.1.1 of the appendix A, where I perform complexification of already complex algebra sl(2,C) in
order to find the two real spinor representations.
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Remark. In physics, elements of V acted upon by the fundamental representation of sl(2,C) are
called left-handed Weyl spinors, and the representation is referred to as

(
1
2 , 0
)
with generators

JLi ,K
L
i . On the other hand, elements of V corresponding to the anti-fundamental representation

are called right-handed Weyl spinors9, and the representation is denoted by
(
0, 12
)
with generators

JRi = (JLi )† and KR
i = (KL

i )†. In what follows, it is beneficial to think of V and V as, not
necessarily orthogonal, subspaces of sl(2,C).

For the next proposition it is necessary to recall two points. The first is that a spinor basis
depends on the spatial direction onto which it is being projected, the most common is the projection
onto z axis. The second point to recall are the infinitesimal Lorentz transformations of left-handed
and right-handed spinors

δψL =
1

2
(ιθj + βj)σjψL

=
(
θjJLj + βjKL

j

)
ψL ,

δψR =
1

2
(ιθj − βj)σjψR

=
(
θjJRj + βjKR

j

)
ψR .

(1.10)

The reader should be cautious when comparing these equation with different sources. Some authors,
e.g. [Schwartz, 2014], use the opposite notation (L↔ R), both notations are prevalent in physics
literature.

Lemma 1.2.5. The explicit infinitesimal transformation relations for left-handed and right-handed
Weyl spinors go as follows. For the rotations around x, y, and z axes of the left-handed spinors,
and for the boosts in those directions one gets

JLx

(
ψL↑
ψL↓

)
=

1

2

(
ιψL↓
ιψL↑

)
, JLy

(
ψL↑
ψL↓

)
=

1

2

(
ψL↓
−ψL↑

)
, JLz

(
ψL↑
ψL↓

)
=

1

2

(
ιψL↑
−ιψL↓

)
;

KL
x

(
ψL↑
ψL↓

)
=

1

2

(
ψL↓
ψL↑

)
, KL

y

(
ψL↑
ψL↓

)
=

1

2

(
−ιψL↓
ιψL↑

)
, KL

z

(
ψL↑
ψL↓

)
=

1

2

(
ψL↑
−ψL↓

)
.

For the right-handed spinors rotations agrees to their left-handed counterparts, however boosts pick
a minus sign relative to the left-handed spinors

JRx

(
ψR↑
ψR↓

)
=

1

2

(
ιψR↓
ιψR↑

)
, JRy

(
ψR↑
ψR↓

)
=

1

2

(
ψR↓
−ψR↑

)
, JRz

(
ψR↑
ψR↓

)
=

1

2

(
ιψR↑
−ιψR↓

)
;

KR
x

(
ψR↑
ψR↓

)
=

1

2

(
−ψR↓
−ψR↑

)
, KR

y

(
ψR↑
ψR↓

)
=

1

2

(
ιψR↓
−ιψR↑

)
, KR

z

(
ψR↑
ψR↓

)
=

1

2

(
−ψR↑
ψR↓

)
.

Proof. Trivially follows from the definition of Pauli matrices and the equation (1.10).

Proposition 1.2.6. Let the space of left-handed Weyl spinors, V , be a subspace of sl(2,C); and
let l↑ and l↓ be the basis of V projected onto z axis. Then one has two options how to choose a
basis, either

l↑ =

(
1

2
e+Kz

)
, r↑ =

(
1

2
e−Kz

)
,

l↓ = (Kx − ιKy) , r↓ = (−Kx + ιKy) ,

9I would also like to stress that this naming convention has no physical significance, and one could as well have
it interchanged.
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or

l↑ = (Kx + ιKy) , r↑ = (−Kx − ιKy) ,

l↓ =

(
1

2
e−Kz

)
, r↓ =

(
1

2
e+Kz

)
,

where r↑ and r↓ are the basis elements for the right-handed Weyl spinors.

Proof. By definition, the basis for right-handed Weyl spinors is related to the left-handed Weyl
spinor basis by r↑ = l↑ and r↓ = l↓. Spinor basis projected onto z spatial direction means that l↑
and l↓ are simultaneous eigenvectors of Jz and Kz. Their eigenvalues, taken from the lemma 1.2.5,
are

Jzl↑ = +
ι

2
l↑ , Jzl↓ = − ι

2
l↓ ,

Kzl↑ = +
1

2
l↑ , Kzl↓ = −1

2
l↓ ,

These equations clarify the question of sign from the equation (1.7) by picking the minus sign,
so Ki = −ιJi. Now, it is easy to guess the possible combinations (e with Kz since they commute
with Jz, and Kx with Ky since they anti-commute with Jz)

Jz

(
1

2
e±Kz

)
= ± ι

2

(
1

2
e±Kz

)
, Kz

(
1

2
e±Kz

)
= ±1

2

(
1

2
e±Kz

)
,

Jz (Kx ± ιKy) = ± ι
2

(Kx ± ιKy) , Kz (Kx ± ιKy) = ±1

2
(Kx ± ιKy) .

Matching rotations and boosts in the remaining two directions of these elements with the
demanded rules from the lemma 1.2.5 yields the desired result.

1.2.3 Vectors
In this section I develop an alternative approach to the classical matrix formalism of spinors and
vectors. This will be immensely useful later on when I redefine the whole theory in terms of
complex quaternions.

So far I have explored the trivial, fundamental, and anti-fundamental representations of the Lie
algebra sl(2,C). The first mentioned has dimension 1 and the other two are both of dimension 2.
This gives us scalars, left-handed and right-handed spinors. Now I would like to obtain 4-vectors.

The naive guess would be the representation (1, 0) or (0, 1) but this turns out to give only a 3-
dimensional representation. It can be seen directly from the theorem 1.2.2 which says that complex
representation of sl(2,C) with j = 1 is 3-dimensional. Furthermore, the theorem A.1.1 (or the
remark following the theorem) tells that there exists an isomorphism between real representations
of su(2) and complex representations of su(2)C ∼= sl(2,C); from which one can see that for j = 1
the good old 3-vector representation is recovered.

But there is a need for a 4-dimensional representation with Lorentz transformations acting as
spatial rotations and boosts. It turns out that this problem is solved quite easily by the next
theorem.

Theorem 1.2.7. The 4-dimensional Minkowski space M can be interpreted as a subspace of the
Lie algebra sl(2,C) with orthonormal basis being {e, 2K1, 2K2, 2K3}, where e is the identity of the
algebra, and Ki’s are the boost generators. The scalar product 〈·, ·〉 : M ×M → R is defined by

〈u, v〉 =
1

2
(uv + vu) , ∀u, v ∈M ,

where Ki = −Ki and e = e. Moreover, the complete set of Lorentz transformations is given by
a simultaneous action of the fundamental and the anti-fundamental representations of SL(2,C).
This is called the 4-vector representation, and is denoted by

(
1
2 ,

1
2

)
.
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Proof. The complex, unital algebra sl(2,C) is 3-dimensional. Hence, taking its three generators
together with the identity gives a 4-dimensional complex vector space MC. By taking the identity
with the boost generators as a basis, and restricting only to the real span of this basis, one arrives
at the Minkowski space M . For u = u0e+ ui2Ki, and v = v0e+ vj2Kj the scalar product gives

2 〈u, v〉 = (u0e+ ui2Ki)(v
0e− vj2Kj) + (v0e+ vj2Kj)(u

0e− ui2Ki)

= 2u0v0e± 2u0vjKj ± 2v0uiKi − 4uiKiv
jKj − 4vjKju

iKi

= 2u0v0e− 4uivj {Ki,Kj}
= 2(u0v0 − uivi)e ,

where {Ki,Kj} = 1
2δij , coming from the lemma 1.2.1, has been used. To prove the last statement

it is rather easier to work with the infinitesimal transformations.

exp(θjJLj ) exp(θjJRj )v = exp(θjJj)v exp(−θjJj)
≈ viθj

(
JjKi −KiJj

)
= viθj [Jj ,Ki]

= ε k
ij v

iθjKk ,

exp(βjKL
j ) exp(βjKR

j )v = exp(βjKj)v exp(βjKj)

≈ v0βj2Kj + 2viβj
(
KjKi +KiKj

)
= v0βj2Kj + 2viβj {Kj ,Ki}
= v0βj2Kj + viβie ,

where the fundamental representation acts by the left multiplication of Jj or Kj , and that the
anti-fundamental representation acts by the right multiplication of −Jj or Kj . The option JLj
acting by the right multiplication of Jj is not possible because the commutation relations for Jj
would pick a minus sign10.
Furthermore, [Ji, e] = 0 and commutation relations from equation (1.6) have been used in the first
equation; K†i = Ki, and {Ki,Kj} = 1

2δij from the lemma 1.2.1 in the second. The reader should
compare this result with the equation (A.4).

Remark. Another possible choice of the orthonormal basis would be a complex multiple of the
chosen one with an appropriately modified scalar product. E.g. by multiplying the basis by
ι, the new basis takes the form of {ιe, 2J1, 2J2, 2J3}, with a modified scalar product 〈u, v〉 =
− 1

2 (uv + vu).
At the very end of this section, I would like to provide a proposition, where an alternative

way on how to view the relation between spinors and 4-vectors is explored. (This is very close
to the representation of 4-vectors using dotted and undotted spinor indices.) It will also prove
to be useful in many situation; two worth to mention are building Lorentz invariant Lagrangian,
and helping to bridge the difference between the standard matrix formalism of QFT and a the
formalism developed in the next chapter.

Proposition 1.2.8. Let l↑, l↓, r↑, and r↓ be elements of sl(2,C) forming basis for the left-handed
spinors and the right-handed spinors, respectively. Then the underlying space of the 4-vector rep-
resentation

(
1
2 ,

1
2

)
, i.e. the Minkowski space, takes the form of(

l↑r
∗
↑ l↑r

∗
↓

l↓r
∗
↑ l↓r

∗
↓

)
.

Moreover, if the spinor basis is projected onto the z axis, the underlying space takes the form of(
e
2 +Kz Kx + ιKy

Kx − ιKy
e
2 −Kz

)
.

10I don’t consider the option JL
j = −RJj which is of course allowed but it merely interchanges the superscripts

R↔ L in an unnatural way.
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The Lorentz transformations are performed by a simultaneous action of both fundamental and
anti-fundamental representations11.

Proof. The proposition 1.2.4 and the text following it say that the basis for the right-handed
spinors is related to the left-handed spinor basis by r↑ = l↑ and r↓ = l↓, which yields(

l↑r
∗
↑ l↑r

∗
↓

l↓r
∗
↑ l↓r

∗
↓

)
=

(
l↑l
†
↑ l↑l

†
↓

l↓l
†
↑ l↓l

†
↓

)
.

For a general element X ∈ sl(2,C) such that X = ae + bιe + ciKi + diJi for a, b, c, d ∈ R one
has

XX† =(ae+ bιe+ ciKi + diJi)(ae− bιe+ cjKj − djJj)
= + a2 + b2 + 2aciKi − 2ιbdiJi

+
1

2
cicj {Ki,Kj} −

1

2
didj {Ji, Jj}+ cidj(JjKi −KiJj)

=

(
a2 + b2 +

1

4
(c2 + d2)

)
e+

(
aci ∓ bdi

)
2Ki ,

where the sign in the last equation depends on the sign of the equation (1.7), Ki = ±ιJi. This
implies that every element of the form XX† can be written as V = V 0e+ V i2Ki, for V 0, V i ∈ R.
In other words every element of the above matrix is an element of the Minkowski spaceM from the
previous theorem 1.2.7! This immediately guarantees that the elements will transform accordingly
under Lorentz transformations.

To prove the second part it is enough to employ the proposition 1.2.6. The following multipli-
cations are readily checked assuming Ki = −ιJi and the commutation relations from the equation
(1.6) (

1

2
e+Kz

)
= l↑r

∗
↑ =

(
1

2
e+Kz

)2

= (Kx + ιKy) (Kx − ιKy) ,(
1

2
e−Kz

)
= l↓r

∗
↓ = (Kx − ιKy) (Kx + ιKy) =

(
1

2
e−Kz

)2

,

(Kx + ιKy) = l↑r
∗
↓ =

(
1

2
e+Kz

)
(Kx + ιKy) = (Kx + ιKy)

(
1

2
e−Kz

)
,

(Kx − ιKy) = l↓r
∗
↑ = (Kx − ιKy)

(
1

2
e+Kz

)
=

(
1

2
e−Kz

)
(Kx − ιKy) .

Remark. The relation between the basis elements of the Minkowski spaces from the theorem 1.2.7
and the proposition 1.2.8 is easily seen to be

e = l↑r
∗
↑ + l↓r

∗
↓ ,

2Kx = l↓r
∗
↑ + l↑r

∗
↓ ,

2Ky = ι
(
l↓r
∗
↑ − l↑r∗↓

)
,

2Kz = l↑r
∗
↑ − l↓r∗↓ .

With the inverse being {e, 2Ki} 7→ {eI2×2, 2Kxσ
∗
x, 2Kyσ

∗
y , 2Kzσ

∗
z}.

Remark. From the theorem 1.2.7, one can truly see that the sign in the equation (1.7) is related to
the handedness of the spatial coordinate basis. Had I picked the other sign I would have arrived
at equations modified by Ki ↔ −Ki in the proposition 1.2.6, the mentioned theorem, and in the
proposition 1.2.8.

11It is understood that the representations are multiplied by I2×2, the identity matrix





Chapter 2

Field theory in terms of complex
quaternions

In this chapter I would like to go through the machinery reviewed and developed in the previous
chapter, and apply it to the complex quaternions viewed as a representation of the sl(2,C). I will
take advantage of the fact that quaternions are non-commutative algebra, and define the Lorentz
transformation for left-handed and right-handed spinors as left and right multiplication by repre-
sentation of the corresponding elements of SL(2,C). Also the basis for spinors viewed as elements
of complex quaternions will be established. Next, I will have a look on the 4-vector representation
and develop a way of representing them again as complex quaternions. This representation will
strongly resemble the representation of 4-vectors as spinors carrying two spinor indices (one dotted
and the other undotted). I will conclude this chapter by derivation of Lorentz invariant Lagrangian,
equation of motion and linking this description to the standard matrix one. A similar approach to
the one of this thesis was developed by [Furey, 2016] and [Greiter and Schuricht, 2003].

2.1 Complex quaternions as spinors
Theorem 2.1.1. A linear map ρ : sl(2,C)→ End(C⊗Q) such that

ρ(Ji) = −1

2
Lεi ≡ JLi ,

ρ(Ki) = ι
1

2
Lεi ≡ KL

i ,

defines a fundamental representation
(
1
2 , 0
)
.

Note. The operators Lε and Rε are the operators of left and right multiplication, from the definition
1.1.5.

Proof. The only thing to check here are the commutation relations.[
JLi , J

L
j

]
ψ =

1

4

[
Lεi ,Lεj

]
ψ

=
1

4
(εiεj − εjεi)ψ

=
1

2
ε k
ij Lεk ψ

= −ε k
ij J

L
k ψ ,

where the commutation relations of quaternions defined in the lemma 1.1.3, and the definition
1.1.5 of left multiplication have been used. All the other commutation relations follow from the
fact that JLi and KL

i satisfy the equation (1.7).

13
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Note. The complex conjugation is denoted by (·)∗, the quaternionic conjugation is denoted by (·),
and finaly the symbol (·)† denotes the complex conjugation followed by the quaternionic conjuga-
tion, called complex-quaternionic conjugation.

Corollary. The anti-fundamental representation
(
0, 12
)
, conjugate to the above representation ρ,

is a linear map ρ† : sl(2,C)→ End(C⊗Q) such that

ρ†(Ji) =
1

2
Rεi ≡ JRi ,

ρ†(Ki) = ι
1

2
Rεi ≡ KR

i .

Proof. This is a bit more tricky than the other proof. First, I need to prove that the representation
in question really is conjugate to the fundamental representation; and hence can be called anti-
fundamental representation. To this end one writes

L†a ψ =
(
La ψ

†)†
= (aψ†)†

= ψa†

= Ra† ψ .

Now, the commutation relations can be checked.[
JRi , J

R
j

]
ψ =

1

4

[
Rεi ,Rεj

]
ψ

=
1

4
ψ (εjεi − εiεj)

=
1

2
ε k
ji ψεk

= −ε k
ij Rεk ψ ,

where again the commutation relations of quaternions defined in the lemma 1.1.3, the definition
1.1.5 of the right multiplication, and the anti-symmetry of ε k

ij have been used. The other com-
mutation relations follow from the fact that JLi and KL

i satisfy the equation (1.7).

Remark. Although, I still haven’t shown what exactly left-handed and right-handed spinors are,
they span 2-dimensional, not necessarily orthogonal, spaces of C⊗Q. Only after they are combined
into a 4-vector,

(
1
2 ,

1
2

)
representation, they have to span the whole C⊗Q.

It would be helpful to know exactly which complex dimensions correspond to the left-handed
and which to the right-handed spinors. This turns out to be ambiguous, which makes perfect
sense, since spinor basis depends on the spatial direction onto which we are projecting it. The
most prevalent choice however, is the projection onto the z direction1. In the standard matrix
formalism it is easy to see that this is the case, since the generators of z-rotations and z-boosts for
spinors are proportional to the third Pauli matrix which is diagonal.

In the case of complex-quaternions, there is no way to tell if the generators are diagonal. There
is not even a notion of being diagonal. But as it turns out this is not a problem because as opposed
to matrix formalism, where the space acted upon is fixed to be a column matrix, in complex-
quaternionic case one is free to pick any basis for C⊗Q one likes. Hence, the desired basis is the
one being eigenstate of z-rotation and z-boosts.

It was shown in the proposition 1.2.6 that once the representation of the Lie algebra sl(2,C)
acts on itself, i.e. ρ : sl(2,C) → End

(
(sl(2,C)

)
, the basis fulfilling the conditions of the previous

paragraph is not unique. But there are two such equivalent bases. In the next proposition I will
explore only one, the other is easily derived from the mentioned proposition of the previous chapter.

1Actually, I haven’t seen any other choice.
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Proposition 2.1.2. The basis elements for left-handed spinors projected onto the z direction are

l↑ =
1

2
(1 + ιεz) , l↓ =

1

2
(ιεx + εy) ,

where l↑ denotes the spin up2, and l↓ denotes spin down. The basis elements for right-handed
spinors projected onto the z direction are

r↑ =
1

2
(1− ιεz) , r↓ =

1

2
(−ιεx − εy) .

Proof. By replacing the boost generators Ki in the first basis set of the proposition 1.2.6 with ιεi
yields the desired outcome.

l↑ =

(
1

2
e+Kz

)
=

1

2
(1 + ιεz) , r↑ =

(
1

2
e−Kz

)
=

1

2
(1− ιεz) ,

l↓ = (Kx − ιKy) =
1

2
(ιεx + εy) , r↓ = (−Kx + ιKy) =

1

2
(−ιεx − εy) .

By doing the same procedure on the other set of basis elements one finds out that

l↑ = (Kx + ιKy) =
1

2
(ιεx − εy) , r↑ = (−Kx − ιKy) =

1

2
(−ιεx + εy) ,

l↓ =

(
1

2
e−Kz

)
=

1

2
(1− ιεz) , r↓ =

(
1

2
e+Kz

)
=

1

2
(1 + ιεz) .

The reader is encouraged to check the correctness of the Lorentz transformations of this basis.
While doing this, he might find helpful the subsection B.2.1 in the appendix B.

2.2 Complex quaternions as vectors

In this section, I would like to outline the construction of Minkowski space.

Theorem 2.2.1. The choice of the fundamental representation of sl(2,C) made in the theorem
2.1.1 gives rise to a 4-dimensional Minkowski space M with an orthonormal basis {1, ιεx, ιεy, ιεz}.
The scalar product is given by

〈U, V 〉 =
1

2

(
UV + V U

)
, ∀U, V ∈M ,

where the operation (·) : C⊗Q→ C⊗Q is the quaternionic conjugation. The Lorentz transformation
of a 4-vector V ∈M take the form

Λ(βj , θj)V = exp

(
1

2
(−θj + ιβj)εj

)
V exp

(
1

2
(+θj + ιβj)εj

)
.

Proof. The whole proof follows directly from the theorem 1.2.7. However, I would like to elaborate
more on Lorentz transformations; i.e. I would like to write the explicit transformation relations,
since in the mentioned theorem only infinitesimal versions were shown. By kicking off with

Λ(βj , θj)V =
[

exp
(
θjJLj + βjKL

j

)
exp

(
θj(JLj )† + βj(KL

j )†
) ]
V

= exp

(
1

2
(−θj + ιβj)εj

)
V exp

(
1

2
(+θj + ιβj)εj

)
,

2This means that the projection onto the z axis points in the positive z direction
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one arrives at a general Lorentz transformation. Splitting this further into the rotation part and
the boost part should give the known Lorentz transformations. The former yields

exp

(
−1

2
θjεj

)
V exp

(
1

2
θjεj

)
=

[
cos

(
θj

2

)
− εj sin

(
θj

2

)]
V

[
cos

(
θj

2

)
+ εj sin

(
θj

2

)]
= cos2

(
θj

2

)
V − sin2

(
θj

2

)
εjV εj − cos

(
θj

2

)
sin

(
θj

2

)
[εj , V ] .

Writing out V explicitely, V = V 0 + V iιεi, and evaluating the equation for let’s say j = x yields

V t + V xιεx + [cos(θx)V y + sin(θx)V z] ιεy + [− sin(θx)V y + cos(θx)V z] ιεz ,

which proves the assumption about rotations, in this case around x.
For boosts the calculation is similar to the above one. The difference is in a substitution of

the commutator by the anti-commutator, and in a replacement of the trigonometric functions by
hyperbolic functions

exp

(
1

2
βjιεj

)
V exp

(
1

2
βjιεj

)
=

[
cosh

(
βj

2

)
+ εj sinh

(
βj

2

)]
V

[
cosh

(
βj

2

)
+ εj sinh

(
βj

2

)]
= cosh2

(
βj

2

)
V + sinh2

(
βj

2

)
εjV εj + cosh

(
βj

2

)
sinh

(
βj

2

)
{εj , V } .

by writing V explicitly and evaluating for a concrete j, e.g. j = x, one gets[
cosh(βx)V t + sinh(βx)V x

]
+
[
sinh(βx)V t + cosh(βx)V x

]
εx + V yεy + V zεz .

In other words one gets boosts along x.

Remark. An astute reader may have already noticed the rotation part in the equation (1.4).

I will now show another way of representing Minkowski space. This representation is still based
on complex quaternions but it is slightly closer to the traditional matrix formalism discussed in
the appendix A, and hints the intuition behind the connection of the two. It will also help to
understand the way how scalars will later be formed, especially when writing down a Lorentz
invariant Lagrangian.

Proposition 2.2.2. The Minkowski space from the previous theorem can be rearranged into a 2×2
"Hermitian" matrix3

1

2

(
1 + ιεz ιεx − εy
ιεx + εy 1− ιεz

)
.

The Lorentz transformations are performed by a simultaneous action of both fundamental and
anti-fundamental representations4.

Proof. By substituting the basis from the proposition 2.1.2

l↑ =
1

2
(1 + ιεz) , r↑ =

1

2
(1− ιεz) ,

l↓ =
1

2
(ιεx + εy) , r↓ =

1

2
(−ιεx − εy) ,

3Hermitian in this context mean complex-quaternionic conjugation followed by the transposition does not change
the matrix, i.e.

(
H†

)T
= H.

4It is understood that the representations are multiplied by I2×2, the identity matrix
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into the proposition 1.2.8 yields(
l↑r
∗
↑ l↑r

∗
↓

l↓r
∗
↑ l↓r

∗
↓

)
=

(
e
2 +Kz Kx + ιKy

Kx − ιKy
e
2 −Kz

)
=

1

2

(
1 + ιεz ιεx − εy
ιεx + εy 1− ιεz

)
.

The reader is encouraged to check these relations with the help of the subsection B.2.2 of the
appendix B. Especially, that both choices of basis yield the same matrix.

It is easy to see that the basis of the 4-dimensional Minkowski space from the theorem 1.2.7
and the theorem 2.2.1 can be extracted as follows

e = 1 = l↑r
∗
↑ + l↓r

∗
↓ ,

2K1 = ιεx = l↓r
∗
↑ + l↑r

∗
↓ ,

2K2 = ιεy = ι
(
l↓r
∗
↑ − l↑r∗↓

)
,

2K3 = ιεz = l↑r
∗
↑ − l↓r∗↓ .

From this and the way the fundamental and anti-fundamental representations act it is clear
that there is indeed an isomorphism to the Minkowski space from the two previously mentioned
theorems, with the isomorphism being {e, 2Ki} 7→ {eI2×2, 2Ki(σ

i)∗} so that

V 7→
(
V t + V zιεz V xιεx − V yεy
V xιεx − V yεy V t − V zιεz

)
,

where V = V 0 + V iιεi, and I2×2 is the 2× 2 identity matrix.

2.3 Lagrangian for complex quaternions
Now, let’s have a look on construction of Lagrangians. First thing to realize is that from matrix
formalism of QFT it is known that a Lagrangian must be Lorentz invariant and hermitian. In
case of complex quaternions this translates to Lorentz invariance, and invariance under complex-
quaternionic conjugation.

Theorem 2.3.1. The Lorentz invariant Lagrangian for massive spinors takes the following form

L = ι
[
ψ†L∂ψL + ψ∗R∂ ψR

]
−m

[
ψ†LψR + ψ∗RψL

]
,

where ∂ = ∂0 +
∑
i ιεi∂i and transforms as a 4-vector. Moreover, every other, physically rele-

vant, Lorentz invariant choice of the Lagrangian is related to this one by complex conjugation,
quaternionic conjugation or complex-quaternionic conjugation.

Remark. The above Lagrangian can be put into a more familiar form of

L =
(
ψ∗R ψ†L

)(−m ι∂

ι∂ −m

)(
ψL
ψR

)
.

Proof. If one realizes that
(
ιψ†L∂ψL

)†
= −ιψ†L

←−
∂ ψL and integrating by parts one obtains ιψ†L∂ψL,

then it is easy to see that this Lagrangian is invariant under complex-quaternionic conjugation.
To show the second claim one has to realize how spinors and 4-vectors transform under in-

finitesimal Lorentz transformations. This is done by either left of right multiplication with ± 1
2εi,

for rotations, or with ± 1
2 ιεi, for boosts. I outline the signs in the next equation, keeping in mind

that the upper sign is for rotations and the lower for boosts. In the case they are the same, I use
only one

(∓)ψL ψR(+) (∓)V (+)

(−)ψ∗L ψ∗R(±) (−)V ∗(±)

ψL(±) (−)ψR (−)V (±) (2.1)

ψ†L(+) (∓)ψ†R (∓)V †(+) .
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A moment of thought convinces that the only Lorentz invariant combinations are the one from the
theorem and three conjugate versions5.

The note "physically relevant" in the theorem says that I don’t deal with the option where
a derivation is sandwiched with one left-handed and one right-handed spinor, since this has no
physical relevance. I also leave out the discussion of Majorana fermions.

Next, I would like to derive the equations of motion from the above Lagrangian. This turns
out to be quite easy.

Proposition 2.3.2. The equations of motion obtained from the Lorentz invariant Lagrangian of
the theorem 2.3.1 are

ι∂ψL −mψR = 0

ι∂ ψR −mψL = 0 .

Proof. Very easy, just vary with respect to ψ†L, and ψ
∗
R or use the remark and vary with respect

to
(
ψ∗R ψ†L

)
.

This clearly hints that one should define the complex-quaternionic gamma matrices.

Lemma 2.3.3. The Clifford algebra corresponding to the Minkowski space from the theorem 2.2.1
in the chiral representation takes the following form

γ0 =

(
1

1

)
, γi =

(
ιεi

−ιεi

)
.

Remark. If one writes 1 = σ0 and ιεi = σi the gamma matrices take the exactly same form as
those from matrix formalism.

γµ =

(
σµ

σ̄µ

)
.

Proof. Here one needs to show that {γµ, γν} = 2ηµν . The case µ = ν = 0 is trivial, for the case
µ = 0 and ν = i one gets

{
γ0, γi

}
=

(
−ιεi

ιεi

)
+

(
ιεi

−ιεi

)
= 0 .

Finaly, the case µ = i and ν = j yields

{
γi, γj

}
=

(
{εi, εj}

{εi, εj}

)
= −2δij ,

where the anti-commutation relations of quaternions, defined in the lemma 1.1.3, have been used.

Definition 2.3.1. The fifth gamma matrix is defined as γ5 = −ιγ0γ1γ2γ3, and in the chiral
representation it takes the following form

γ5 =

(
1
−1

)
.

5There is a number of thinks which must be kept in mind, concretely V ∗ = V and V † = V since the basis of
Minkowski space is {1, ιεi}; ∂ transforms as V ; and that after performing (complex-)quaternionic conjugation one
has to integrate by parts to get the derivation act on the right.
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By combining the left-handed spinor and quaternionic conjugation of the right-handed spinor
into the Dirac spinor

ψ =

(
ψL
ψR

)
, ψ̃ = ψ†γ0 =

(
ψ∗R ψ†L

)
,

the Lagrangian and equation of motion looks precisely like those from matrix formalism.

L = ψ̃ (ιγµ∂µ −m)ψ ,

(ιγµ∂µ −m)ψ = 0 .
(2.2)

One can also define the slash operator /∂ = γµ∂µ.





Chapter 3

Non-commutative geometry

This chapter introduces the notion of non-commutative geometry. The main motivation of this
branch of mathematics is the duality between spaces and functions in a commutative setting,
namely Gelfand theorem, which will also be discussed. There are many approaches to the non-
commutative geometry, one of which is the approach of spectral triples. In this thesis I will adopt
spectral triples since they were proved useful in defining non-commutative gauge theories.

The idea behind non-commutative gauge theories resembles the one of Kaluza-Klein. In a
standard Kaluza-Klein theory one takes a product of a spin manifold with a circle. This allows to
describe electrodynamics in terms of geometry, however one must pay by introducing unobserved
dimensions. In the non-commutative setting one has the advantage of keeping the dimensions
intact thanks to the product with a finite spaces. But before I delve into the subject I need to
define some standard notions such as Clifford bundles and Dirac operators.

3.1 Clifford bundles and Dirac operators

3.1.1 Clifford algebras

Let V be a vector space over a field K (= R, C or Q), equipped with a quadratic form Q : V → K.

Definition 3.1.1. A Clifford algebra for V is a unital algebra Cl(V,Q) over a field K equipped
with a map ϕ : V → Cl(V,Q) such that ϕ(v)2 = Q(v)1.

In other words, the unital algebra Cl(V,Q) is generated by vectors v ∈ V subjected to the
relation ϕ(v)2 = Q(v)1. Because of this, and the fact that the map ϕ is injective I will often write
v instead of ϕ(v).

Remark. It is easy to show that for a bilinear form gQ(u, v) : V ×V → K associated to the quadratic
form Q one has

uv + vu = 2gQ(u, v) ,

where

gQ(u, v) =
1

2

(
Q(u+ v)−Q(u)−Q(v)

)
.

I will abbreviate gQ as g and write Cl(V, g) instead of Cl(V,Q) .

The existence of this algebra can be seen in two ways:

i) Let T (V ) :=
⊕∞

k=0 V
⊗k be the tensor algebra on V. The first option is to consider the

quotient of the tensor algebra

Cl(V,Q) = T (V )/Ideal〈u× v + v × u− 2g(u, v)1|u, v ∈ V〉 .

21
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Since the relations are not homogeneous, the Z-grading is lost, and I only have a Z2-grading,
with the grading χ given by

χ(v1 · · · vk) = (−1)kv1 · · · vk .

Hence one have Cl(V, g) = Cl0(V, g)⊕ Cl1(V, g) for the odd and even parts.

ii) The other option is to define Cl(V, g) as a subalgebra of EndR(∧•V ) generated by all expres-
sions c(v) = ε(v) + ι(v) for v ∈ V , where

ε(v) : v1 ∧ · · · ∧ vk 7→ v ∧ v1 ∧ · · · ∧ vk ,

and

ι(v) : v1 ∧ · · · ∧ vk 7→
k∑
j=1

(−1)j−1g(v, vi)v1 ∧ · · · ∧ v̂i ∧ · · · ∧ vk .

Note that for all u, v ∈ V we have ε(v)2 = 0 = ι(v)2 and ε(u)ι(v) + ι(v)ε(u) = g(u, v)1. Thus

c(v)2 = g(v, v)1 ; c(u)c(v) + c(v)c(u) = 2g(u, v)1 .

From this it is clear that Cl(V, g) is isomorphic to ∧•V as a vector space, however not as
algebras. Hence, dimCl(V, g) = dim∧•V = 2dimV .

Lemma 3.1.1. Any K-linear map f : V → A that satisfies

f(v)2 = g(v, v)1A , ∀v ∈ V ,

extends to a unique unital K-algebra homomorphism f̃ : Cl(V, g)→ A.

Proof. There is really nothing to prove. Since f̃(v1, . . . , vr) := f(v1) · · · f(vr) gives the uniqueness,
provided only that this formula is well-defined. But observe that f̃(uv + vu− 2g(u, v)1) = f̃((u+
v)2 − u2 − v2 − 2g(u, v)1) = 0.

I will denote the Clifford algebras of vector spaces Rn and Cn with the standard metric δ by:

Cl+n := Cl(Rn, δ) ;

Cl−n := Cl(Rn,−δ) ;

Cln := Cl(Cn) .

The Clifford algebra Cln is the complexificaiton of both Cl±n .

Definition 3.1.2. The chirality operator γn+1 in Cln is defined as

γn+1 := (−1)me1 · · · en ,

where n = 2m or n = 2m+ 1.

By performing a slightly tedious calculation one can find that γn+1 = γ∗n+1, and γn+1γ
∗
n+1 =

γ2n+1 = 1.

Remark. i) If n = 2m is even, then γn+1 is the grading operator. ii) If n = 2m + 1 is odd, then
γn+1 lies in the odd part, Cl1n, and the center of Cln is generated by 1 and γn+1.

Proposition 3.1.2. The even part, (Cl−n+1)0, is isomorphic to Cl−n .
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Proof. Define a map Ψ : Cl−n → Cl−n+1 defined on generators by

Ψ(ei) = en+1ei .

Indeed, for i, j = 1, . . . , n one has

Ψ(ei)Ψ(ej) + Ψ(ej)Ψ(ei) = −2δij = Ψ(−2δij) .

Thus, Ψ is a homomorphism. Moreover, since it sends generators of one algebra to the generators
of the other algebra, and the dimensions of algebras coincide, therefore it is an isomorphism.

Proposition 3.1.3. For any k ≥ 1 one has

Cl+k ⊗R Cl
−
2 ' Cl

−
k+2 ,

Cl−k ⊗R Cl
+
2 ' Cl

+
k+2 .

Proof. The map Ψ : Cl−k+2 → Cl+k ⊗R Cl
−
2 defined on generators

Ψ(ei) =

{
1⊗ ei i = 1, 2
ei ⊗ e1e2 i = 3, . . . , n

}
,

extends to the desired isomorphism.

Proposition 3.1.4.

Cl+1 ' R⊕ R , Cl−1 ' C , Cl+2 'M2(R) , Cl−2 ' Q .

Proof. Easy.

From the two proposition one gets the following two relations (known as Bott periodicity1)

Cl+n ⊗R Cl
+
4 ' Cl

±
n+4 ,

Cl+n ⊗R Cl
+
8 ' Cl

±
n+8 .

For the complex Clifford algebras one has

Cln ⊗C Cl2 ' Cln+2 ,

where Cl2 'M2(C). From which follows the next proposition.

Proposition 3.1.5. The irreducible representations of Cln are

C2m , (n = 2m) ;
C2m ⊕ C2m , (n = 2m+ 1) .

Proof. Cl2m 'M2m(C) and Cl2m+1 'M2m(C)⊕M2m(C).

Definition 3.1.3. A representation of a Clifford algebra is called a Clifford module.

1Originally the Bott periodicity theorem describes periodicity in the homotopy theory of classical groups, this
triggered the development of K-theory of stable complex vector bundles.
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3.1.2 Clifford Bundles
Let M denote an n-dimensional riemannian manifold, where n = 2m or n = 2m+ 1.

Definition 3.1.4. The Clifford bundle Cl+(T ∗M) → M is a fiber bundle whose fiber (at a point
x ∈ M) has the structure of Clifford algebra Cl(T ∗xM, gx) ' Cl+n , and whose local trivializations
respect the algebra structure.

Meaning that the action of the transition functions inherited from T ∗M , which are given on
open U, V ⊂M by tUV : U ∩ V → O(n), can be extended fiberwise to Cl+n by

α1 · · ·αk 7→ tUV (α1) · · · tUV (αk); (α1, . . . , αk ∈ T ∗M) .

One can replace the metric g by −g to obtain Cl−(T ∗M).
Finally, the replacement of the fiber Cl±n by Cl(T ∗xM) ' Cln in the above definition defines the

complex Clifford bundle
Cl(T ∗M) ' Cl±(T ∗M)⊗R C .

Remark. Note that the definition really means that the Clifford bundle is an associated vector
bundle to the orthonormal frame bundle F (T ∗M), and the representation ρ : O(n)→ Aut(Cl+n ):

Cl+(T ∗M) = F (T ∗M)×ρ Cl+n .

From this it is easy to see that Clifford bundles can be easily defined on an arbitrary vector bundle
E →M with a frame bundle F (E) as

Cl+(E) = F (E)×ρ Cl+rank(E) .

Definition 3.1.5. A Clifford module bundle E → M is a vector bundle whose fibers are Clifford
modules, i.e. representations of Clifford algebras.

The canonical example is a spinor bundle. In fact, on a spin manifold (defined later), every
Clifford module is obtained by twisting the spinor bundle. For now I will be concerned exclusively
by complex Clifford module bundles (i.e. their fibers are isomorphic to C2m , the representations
of Cln 'M2m(C)).

Remark. Sections of s Clifford bundle have a natural action

c : Γ(Cl(T ∗M))→ Γ(End(E))

on the sections of Clifford module bundles, such that

(s, c(κ)t) = (c(κ∗)s, t) ,

where κ ∈ Γ(Cl(T ∗M)) and (·, ·) is a hermitian pairing.

Example 3.1.1. Consider a section s ∈ M × C2m , and a one-form α ∈ Ω1(M), then c(α) ∈
Γ(Cl(T ∗M)). Moreover, the above action is realized by pointwise matrix multiplication (i.e.
c(αx) ∈M2m(C) and sx ∈ C2m).

Definition 3.1.6. A Riemannian manifold is called spinc manifold if there exists a vector bundle
S →M such that there is an algebra bundle isomorphism

Cl(T ∗M) ' End(S), n = 2m ;

Cl(T ∗M)0 ' End(S), n = 2m+ 1 .

The pair (M,S) is called a spinc structure on M .

Note that when n = 2m the grading operator γn+1 introduces Z2-grading on S = S0 ⊕ S1.
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Definition 3.1.7. A Riemannian spinc manifold is called spin manifold if there exists an anti-
unitary operator J : Γ(S)→ Γ(S) such that

i) J(ψf) = J(ψ)f∗ for ψ ∈ Γ(S) and f ∈ C(M);

ii) J(c(κ)ψ) = c(κ∗)J(ψ) for ψ ∈ Γ(S) and κ ∈ Γ(Cl(T ∗M));

iii) J2 = ±1 whenever M is connected.

In physics, the operator defining spin manifolds is called the charge conjugation.

3.1.3 Connections
Now, I replace sections by smooth sections (with the same notation) and introduce connections on
spinor modules. But first, I will recall the notion of a Hermitian connection .

Definition 3.1.8. If a C(M)-module Γ(E) is equipped with C(M)-valued Hermitian pairing, a
connection ∇ on Γ(E) is called Hermitian connection if

(∇s, t) + (s,∇t) = d(s, t) , s, t ∈ Γ(E) .

Definition 3.1.9. On a spinor module Γ(S), a spinc connection2 is any Hermitian connection

∇s : Γ(S)→ Ω1(M)⊗ Γ(S) ,

which is compatible with the action of the Clifford bundle Cl(T ∗M) in the following way

∇S(c(α)s) = c(∇α)s+ c(α)∇S(s) ; ∀α ∈ Ω1(M),∀s ∈ Γ(S) ,

where ∇ is Levi-Civita connection.

If ∇, ∇′ are any two connections, then∇−∇′ is a C(M)-module map

(∇−∇′)(fs) = f(∇−∇′)s .

In the case of spinc connection this means that locally, over U ⊂M for which S|U → U is trivial,
one can write

∇S = d + ω ,

where ω ∈ Ω1(End(S|U )).
To understand this connection better I need to introduce an isomorphism of Lie algebras µ̇ :

so(T ∗xM)→ spin(T ∗xM) defined by3

µ̇(A) =
1

4

n∑
i,j=1

g(dxi, Adxj)c(dxi)c(∂j) .

It is the inverse of the adjoint map4 ad : spin(T ∗xM) → so(T ∗xM) sending B 7→ [B, ·]. Hence, for
Christoffel symbols Γ ∈ Ω1(End(T ∗M))5 one can write

µ̇(Γ) =
1

4
Γj•ic(dx

i)c(∂j) ,

and since ∇LC = d − Γ one has ω = − 1
4Γj•ic(dx

i)c(∂j). Putting all this together yields a local
expression for the connection on Γ(S)

∇ := d− 1

4
Γj•ic(dx

i)c(∂j) .

2This is just a lift of Levi-Civita connection to the spinor bundle, it will become clearer in local coordinates.
3Here I am slightly abusing the notation: c(∂j) = gjkc(dx

k), where gjk is the metric.
4Just plug it in and brute-force.
5so(T ∗M) ' End(T ∗M)
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Remark. In physics the operators c(dxi) and c(∂j) are called gamma matrices γi and γj , respec-
tively.

Proposition 3.1.6. If (S, J) is the data for the spin structure on M , then there is a unique
Hermitian spinc connection ∇SΓ(S)→ Ω1(M)⊗ Γ(S) such that

∇SXJ = J∇SX ,

where X is a real vector field. This is called a spin connection.

Proof. It follows from the fact that µ̇(Γ) is skew-adjoint and it commutes with J .

For any connection ∇ on a module Γ(E) one has ∇2(fs) = f∇2s for f ∈ C(M) and s ∈ Γ(E).
Thus, ∇2s = Rs for a certain 2-form

R ∈ Ω2(End(E)) ,

R is called the curvature of ∇. For the Levi-Civita connection, a local calculation gives

∇2α = (−dΓ + Γ ∧ Γ)α ,

which yields the local expression of the Riemann curvature tensor

R|U = (−dΓ + Γ ∧ Γ) ∈ Ω2(so(T ∗U)) .

Likewise, the curvature RS of a spin connection ∇S is locally given by

RS = −dµ̇(Γ) + µ̇(Γ) ∧ µ̇(Γ) ∈ Ω2(End(S)) .

3.1.4 Dirac operators

Definition 3.1.10. The Dirac operator is defined as

/D := −iĉ ◦ ∇S ,

where ĉ : κ⊗ ψ 7→ c(κ)ψ for ψ ∈ Γ(S) and κ ∈ Γ(Cl(T ∗M)).

Remark. The definition of the Dirac operator varies, in some texts it is defined up to a constant
factor, i.e.

Γ(S)
∇−→ Γ(T ∗M ⊗ S)

g−→ Γ(TM ⊗ S)
c−→ Γ(S) .

I will stick with the physicist’s notation from the definition.

When using local coordinates, one obtains the following formula

/Dψ = −ic(dxj)∇Sj ψ = −iγj∇Sj ψ .

From this one can easily see that in the case n = 2m, the Dirac operator is odd with respect to
the Z2-grading of S.

Lemma 3.1.7. The adjoint of the connection operator, ∇∗ : Γ(T ∗M⊗S)→ Γ(S), has the following
form

∇∗ : α⊗ s 7→ −Tr
(
∇(α⊗ s)

)
.

Proof. Denote α⊗ s = A; locally one gets ∇∗(A) = −
∑
i(∇eiA)(ei). I claim that(

∇s,A
)
−
(
s,∇∗A

)
= d∗(ω) ,



3.1. Clifford bundles and Dirac operators 27

where ω =
(
s,A(·)

)
is a 1-form, and d∗(α) = tr(∇α) = div

(
α, ·
)
. This is easily shown locally:

d∗
(
s,A(·)

)
=
∑
i

(
∇ei
(
s,A

))
(ei)

=
∑
i

(
∇eis,A(ei)

)
+
∑
i

(
s, (∇eiA)(ei)

)
=
(
∇s,A

)
−
(
s,∇∗A

)
.

Integrating over the manifold and using the Stokes theorem yields the result.

I need one more definition before everything is ready for Lichnerowicz–Weitzenböck’s formula.

Definition 3.1.11. Let ei be a local orthonormal frame for TM , and let c : TM → End(S) be
the Clifford action. Then for an End(S)-valued 2-form K ∈ Ω2(End(S) one can define Clifford
contraction of K as follows

K =
∑
i<j

c(ei)c(ej)K(ei, ej)
(

=
∑
i 6=j

1

2
c(ei)c(ej)K(ei, ej)

)
.

Note that the Clifford contraction belongs to End(S)

Theorem 3.1.8 (Lichnerowicz–Weitzenböck’s formula). The square of the Dirac operator is given
by the following formula

/D2
= ∇∗∇−K ,

where K is the Clifford contraction of the curvature of ∇.

Proof. This is easily done in local coordinates

/D2
s = −

∑
ij

c(ej)∇ej (c(ei)∇eis)

= −
∑
ij

c(ej)c(ei)∇ej∇eis

= −
∑
i

∇2
eis−

∑
j<i

c(ej)c(ei)[∇ej ,∇ei ]s ,

where in the second equality I used the property of synchronous orthonormal frames. In the last
line, the first term is clearly equal to −tr(∇(∇s)); the second term is the Clifford contraction of
the curvature K(ei, ej) = [∇ei ,∇ej ] on S.

Theorem 3.1.9 (Bochner’s theorem). If the least eigenvalue of K at each point of a compact
manifold M is strictly positive, then there are no non-zero solutions of the equation /D2

s = 0; i.e.
ker /D = {0}.

Proof. Since M is compact I end up with 〈Ks, s〉 ≥ c||s||2, for some c > 0. But from the previous
theorem one has

〈Ks, s〉 = 〈/D2
s, s〉 − ||∇s||2 ≤ 0 .

Theorem 3.1.10. Let (M, g) be a compact Riemannian spin manifold without boundary. The
Dirac operator /D is essentially self-adjoint on Γ(S). Moreover, it has a compact resolvent (ι+ /D)−1

and [
/D, f

]
= −ιc(df)

= ‖f‖Lip ,

where ‖·‖Lipis a Lipschitz semi-norm.
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Proof. I will only show that it is symmetric, e.g. 〈ψ, /Dφ〉 = 〈/Dψ, φ〉. The rest of the proof can be
found in [Connes, 1994].

i(ψ, /Dφ)− i(/Dψ, φ) = (ψ, γi∇Si φ) + (γi∇Si ψ, φ)

= (ψ,∇Si γiφ)− (ψ, c(∇idxi)φ) + (∇Si ψ, γiφ)

= ∂i(ψ, γ
iφ)− (ψ, c(∇idxi)φ)

Now, a map α 7→ (ψ, c(α)φ) taking one-forms to functions is a vector field Zψφ. Hence, the
right-hand side becomes

∂i(dx
i(Zψφ))− (∇idxi)(Zψφ) = dxi(∇iZψφ) = divZψφ .

The Lipschitz semi-norm is defined as

‖f‖Lip = sup
x 6=y

{
f(x)− f(y)

‖x− y‖

}
.

Example 3.1.2. The complexified exterior algebra ∧•T ∗MC is a natural Cl(T ∗M)-bimodule. And
its Dirac operator is

/Dκ = c(dxi)∇iκ
= ε(dxi)∇iκ+ ι(dxi)∇iκ
= (d + δ)κ .

This example gives the motivation behind definition of Dirac operator as a square root of the
Laplacian operator, i.e. /D2

= (d + δ)2.

3.1.5 Curvature
Lemma 3.1.11. Let K be the curvature of ∇S, and let c : TM → End(S) be the Clifford action.
Then for any X,Y, Z ∈ TM one has

[K(X,Y ), c(Z)] = c(R(X,Y )Z) ,

where R is the Riemann curvature tensor of the manifold M .

Proof. I will perform the computation in a synchronous orthonormal frame. The connection com-
patibility yields

[∇Sei ,∇
S
ej ](c(ek)s) = c([∇ei ,∇ej ]ek)s+ c(ek)[∇Sei ,∇

S
ej ]s

K(ei, ej)(c(ek) · s) = c(R(ei, ej)ek)s+ c(ek)K(ei, ej)s ,

from where the result is immediate. The cross-term vanishes due to the synchronous frame.

Definition 3.1.12. A Riemann endomorphism, RS , for a Clifford bundle S is defined to be a
End(S)-valued 2-form

RS(X,Y ) =
1

4

∑
k,l

c(ek)c(el)
(
R(X,Y )ek, el

)
.

Remark. Do not confuse this with K =
∑
i<j c(ei)c(ej)K(ei, ej).

Lemma 3.1.12. Let c : TM → End(S) be the Clifford action. Then for any X,Y, Z ∈ TM

[RS(X,Y ), c(Z)] = c(R(X,Y )Z) .
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Proof. This is just a long and messy calculation. Take Z = ek plug in the definition of RS and
brute-force.

[RS(X,Y ), c(ek)] =
1

4

∑
i,j

(
R(X,Y )ei, ej

)
[c(ei)c(ej), c(ek)]

=
1

2

∑
i,j

(
R(X,Y )ei, ej

)
(δikc(ej)− δjkc(ei))

=
1

2

∑
j

((
R(X,Y )ek, ej

)
c(ej)−

(
R(X,Y )ej , ek

)
c(ej)

)
= c
(∑

j

(
R(X,Y )ek, ej

)
ej

)
= c(R(X,Y )ek) .

In the second equality I have used [c(ei), c(ek)] = −2δik, and the third one follows from symmetries
of Riemann tensor.

This just proved the following proposition.

Proposition 3.1.13. The curvature 2-form K of a Clifford bundle S can be written as

K = RS + FS

where RS is the Riemann endomorphism; FS is called twisting curvature of S, and commutes with
the Clifford algebra action.

Proposition 3.1.14. Let /D be the Dirac operator associated to the Clifford bundle S. Then

/D2
= ∇∗∇−FS +

1

4
κ ,

where FS =
∑
i<j c(ei)c(ej)F

S(ei, ej) is the Clifford contraction of FS, and κ is the scalar curva-
ture of the manifold M .

Proof. ∑
i<j

c(ei)c(ej)R
S(ei, ej) =

1

4

∑
i<j,k,l

(
R(ei, ej)ek, el

)
c(ei)c(ej)c(ek)c(el)

=
1

8

∑
ijkl

(
R(ei, ej)ek, el

)
c(ei)c(ej)c(ek)c(el) ,

where in the second equality R(ei, ej) = −R(ej , ei) was used. One can now skew-symmetrize the
first three Clifford elements to obtain

c(ei)c(ej)c(ek) = c(ei ∧ ej ∧ ek) + δjkc(ei)− δikc(ej) + δijc(ek) .

Bianchi identity kills the first term, the relation R(ei, ej) = −R(ej , ei) kills the last term. The
other two contribute equally due to symmetries of R. Thus one ends up with∑

i<j

c(ei)c(ej)R
S(ei, ej) =

1

4

∑
ijl

(
R(ei, ej)ej , el

)
c(ei)c(el)

= −1

4

∑
i

Ric(ei, ei)

= −1

4
κ ,

where the penultimate equality was obtained from the fact that
∑
j

(
R(ei, ej)ej , el

)
= Ric(ei, el).
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3.2 Spectral triples

3.2.1 Defining spectral triples
As mentioned, spectral triples will play a crucial part in this thesis. They will be defined shortly
but before doing so, one needs some basic definitions of C∗-algebras, and their properties. For
more details I encourage the reader to consult [Gracia-Bondia et al., 2013].

Definition 3.2.1. A C∗-algebra, A, is a Banach algebra over C, together with map ∗ : A → A
such that

(a∗)∗ = a ,

(a+ b)∗ = a∗ + b∗ ,

(ab)∗ = b∗a∗ ,

(λa)∗ = λ∗a∗

‖a∗a‖ = ‖a‖ ‖a∗‖

for all a, b ∈ A and λ ∈ C.

Definition 3.2.2. The structure space Â of a C∗-algebra A is the set of all unitary equivalence
classes of irreducible representations of A.

Theorem 3.2.1. Let A be a commutative C∗-algebra, then the Gelfand transformation, defined by
A→ C0(Â) such that â(φ) := φ(a), is an isometric ∗-isomorphism.

Remark. This theorem is often referred to as Gelfand duality and basically says that any Hausdorff,
topological space X is isomorphic to the structure space of the algebra of functions vanishing at
infinity, i.e. X ' Ĉ0(X).
Note. A proof of the theorem can be found e.g. in [Blackadar, 2006] (Theorem II.2.2.4).

Proposition 3.2.2. Let M be a Riemannian spinc-manifold with Driac operator /D. One can
define the distance between points in Ĉ(M) ≡M as follows

d(x, y) = sup
f∈C∞(M)

{
‖f(x)− f(y)‖ :

∥∥[/D, f]∥∥ ≤ 1
}
.

This distance coincides with the Riemannian distance dg.

Proof. The relation ‖f‖Lip ≤ 1, c.f. theorem 3.1.10, ensures that d ≤ dg. For the other inequality
fix y ∈ M , and take fy(z) = dg(z, y). From this follows that ‖fy‖Lip ≤ 1, and that d(x, y) ≥
‖fy(x)− fy(y)‖ = dg(x, y).

Definition 3.2.3. A spectral triple (A,H, /D) consists of:

• a Hilbert space H;

• an involutive algebra A equipped with a faithful representation on H;

• a self-adjoint operator /D on H, with dense domain, such that for all a ∈ A:

– a(Dom /D) ⊂ Dom /D ;

– the operator
[
/D, a

]
defined initially on Dom /D, extends to a bounded operator on H;

– /D has compact resolvent, i.e. (/D − λ)−1 is compact, when λ /∈ sp /D.

Definition 3.2.4. A spectral triple (A,H, /D) is called real spectral triple if there exist an anti-
unitary operator J : H → H such that

J(Dom /D) ⊂ Dom /D ,[
a, Jb∗J−1

]
= 0 , ∀a, b ∈ A .
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Definition 3.2.5. A spectral triple is called even spectral triple if there exist a self-adjoint, unitary,
Z2-grading operator γ on H such that

γa = aγ , ∀a ∈ A
γ(Dom /D) = Dom /D ,

γ /D = −/Dγ .

Remark. The condition
[
a, Jb∗J−1

]
= 0 in the definition of real spectral triple is usually referred

to as order zero condition and means that the left and right actions of A on H commute. The right
action is represented as

ψb = Jb∗J−1ψ , ∀ψ ∈ H ,∀b ∈ A .

The right action will be discussed in more detail in the definition 3.2.14 and the text following it.
Usually, for a real spectral triple an additional condition is required, namely that[[

/D, a
]
, JbJ−1

]
.

This is so-called order one condition.

The reality and evenness of spectral triples introduces freedom in choosing signs, represented
by ε’s, in the following equations

J2 = ε′ ,

J /D = ε′′ /DJ ,
Jγ = ε′′′γJ .

It turns out that these signs are uniquely determined by the so-called KO-dimension n of the
underlying space6, and are closely linked to the Bott periodicity (Z/Z8) and K-theory.

n 0 1 2 3 4 5 6 7

ε′ 1 1 -1 -1 -1 -1 1 1
ε′′ 1 -1 1 1 1 -1 1 1
ε′′′ 1 -1 1 -1

Table: Signs linking KO-dimension and J2 = ε′, J /D = ε′′ /DJ , Jγ = ε′′′γJ .

Definition 3.2.6. The spectral triples (A1,H1, /D1) and (A2,H2, /D2) are said to be unitary equiv-
alent if A1 = A2 and if there exists a unitary operator U : H1 → H2 such that

Uπ1(a)U∗ = π2(a) , ∀a ∈ A ,
U /D1U

∗ = /D2 .

For the purpose of this thesis a product of spectral triples will be important. Let (Ai,Hi, /Di; γi, Ji) , i ∈
{1, 2} be two real spectral triples. Then one can form a product spectral triple by

A = A1 ⊗A2 ,

H = H1 ⊗H2 ,

/D = /D1 ⊗ 1 + γ1 ⊗ /D2 ,

γ = γ1 ⊗ γ2 ,
J = J1 ⊗ J2 .

(3.1)

Especially, note the occurrence of γ1 in the third line. This is defined so that the cross term in
square vanishes due to

{
γ1, /D1

}
= 0, i.e. /D = /D2

1 ⊗ 1 + γ1 ⊗ /D2
2.

6One can also think about it the other way around, that the KO-dimension depends on the signs.
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Definition 3.2.7. The A-bimodule of Connes’ differential one-forms is given by

Ω1
/D(A) :=

{∑
i

ai
[
/D, bi

]
|ai, bi ∈ A

}
,

and the corresponding derivation d : A→ Ω1
/D(A) is given by d =

[
/D, ·
]
.

Remark. Here a caution is needed. The operator d defined in the above definition is not a differential
operator. In order to make it a differential operator, one has to factor out so-called junk forms.
For more details see [Landi, 2003] section 6.2.

In case of a real spectral triple one can construct another spectral triple from the original one
just by restricting A to

AJ := {a ∈ A|aJ = Ja∗} . (3.2)

Proposition 3.2.3. Let (A,H, /D; J) be a real spectral triple. Then

• AJ defines an involutive commutative complex sub-algebra of the centre of A.

• (AJ ,H, /D; J) is a real spectral triple.

• [a, ω] = 0 for all a ∈ A and for all ω ∈ Ω1
/D.

Proof. First, if a ∈ A then a∗ ∈ A since Ja∗J−1 = (JaJ−1)∗ = a yielding the involution require-
ment. Moreover, for a ∈ AJ and b ∈ A one has [a, b] =

[
Ja∗J−1, b

]
= 0 giving that AJ is in the

centre of A. The next point, saying that all the conditions for a spectral triple are satisfied, holds
true automatically since AJ is a sub-algebra of A. The last point follows from the point one, and
the order one condition.

3.2.2 Gauge groups and algebras
In developing the gauge groups and algebras of non-commutative manifold I borrow some of the
definitions from [Van Suijlekom, 2015]. The reader is welcomed to consult the mentioned book and
references therein.

Definition 3.2.8. A ∗-automorphism of a ∗-algebra, A, is a linear invertible map ϕ : A→ A such
that

ϕ(ab) = ϕ(a)ϕ(b) , ϕ(a∗) = ϕ(a)∗ , ∀a, b ∈ A .
The group of such automorphisms is denoted by Aut(A).

I will denote the unitary subgroup of A by U(A) := {u ∈ A|uu∗ = u∗u = 1}.

Definition 3.2.9. An automorphism ϕ is called inner automorphism if it has the form ϕ(a) = uau∗,
for some u ∈ U(A). The group of inner automorphisms of A is denoted by Inn(A).
The group of outer automorphisms of A are defined as a group quotient Out(A) := Aut(A)/ Inn(A).

From this it is easy to see that Inn(A) ' U(A)/U(Z(A)), where Z(A) is the centre of A. Hence,
one gets two short exact sequences

1 −→ Inn(A) −→ Aut(A) −→ Out(A) −→ 1 ,

1 −→ U
(
Z(A)

)
−→ U(A) −→ Inn(A) −→ 1 .

(3.3)

One should also notice that in case of A = C∞(M) one has Aut(A) ' Diff(A). Here, M is a
smooth compact manifold, and Diff(M) is a group of diffeomorphisms of the manifold.

Proposition 3.2.4. Let (A,H, /D; J, γ) be a spectral triple, π : A → B(H) be a faithful repre-
sentation of A on H, and let U = π(u)Jπ(u)J−1, for u ∈ U(A). Then the inner automorphism
ϕu ∈ Inn(A) induces a unitary equivalent spectral triple (A,H, U /DU∗; J, γ) with the Dirac operator

U /DU∗ = /D + u
[
/D, u∗

]
+ ε′′Ju

[
/D, u∗

]
J−1 . (3.4)
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Proof. This is quite straightforward, just use order-zero condition from the definition 3.2.4 and the
table with signs above it to show that Uπ(a)U∗ = π ◦ϕu(a), UγU∗ = γ, and that UJU∗ = J . The
Dirac operator is readily checked using order-zero and order-one conditions.

Definition 3.2.10. The gauge group of a spectral triple (A,H, /D; J) is defined as

G(A,H; J) :=
{
U = uJuJ−1|u ∈ U(A)

}
.

Proposition 3.2.5. There is a short exact sequence of groups

1 −→ U(AJ) −→ U(A) −→ G(A,H; J) −→ 1 .

Moreover, there is a surjective map G(A,H; J)→ Inn(A).

Proof. One only needs to check that the map U(A) → G(A,H; J) is a group homomorphism. To
this end use order-zero condition to show that uJuJ−1vJvJ−1 = uvJuvJ−1. The rest is trivial.

Remark. Note that if U(AJ) ' U
(
Z(A)

)
then the equation (3.3) yields G(A,H; J) ' Inn(A).

Definition 3.2.11. The gauge algebra of a spectral triple (A,H, /D; J) is defined as

g(A,H; J) :=
{
T = X + JXJ−1|X ∈ u(A)

}
,

where u(A) are the derivations of U(A).

Remark. The infinitesimal version of the proposition 3.2.5 takes the form of

0 −→ u(AJ) −→ u(A) −→ g(A,H; J) −→ 0 .

3.2.3 Morita equivalence
Morita equivalence turns out to be of immense importance when deriving equations of motion
by perturbing the so-called spectral action, which will be defined later. It will also be shown
that Morita equivalence is of interest only when dealing with non-commutative rings, since for
commutative ones this equivalence relation coincides with isomorphism.

Definition 3.2.12. Let A and B be associative, not necessarily commutative, algebras. If there
is an equivalence of categories between A-modules and B-modules, then A and B are said to be
Morita equivalent.

Note. I will denote Morita equivalence by M∼, and A-module by A -mod.

Proposition 3.2.6. Commutative algebras are Morita equivalent if and only if they are isomorphic.
I.e. for A, B commutative algebras, AM∼B ⇐⇒ A ' B.

Proof. The direction⇐ is obvious. Now, suppose that AM∼B, then A -mod ∼ B -mod which yields
that Z(A -mod) ' Z(B -mod). But for associative algebras one has Z(A -mod) ' Z(A).

Lemma 3.2.7. Let A be an algebra and let n ∈ N , n > 0. Then Matn(A)
M∼A.

Theorem 3.2.8. Let A and B be two rings, and let F : A -mod → B -mod be an additive right
exact functor. Then there exists a (B,A)-bimodule Q, unique up to isomorphism, such that F is
isomorphic to the functor

A -mod→ B -mod , M 7→ Q⊗AM .

The preceding theorem provides an opportunity for an alternative definition of Morita equiva-
lence. Let A and B be two algebras. Then AM∼B if and only if there exists (A,B) -mod, E, and
(B,A) -mod, F , such that

E ⊗B F ' A , F ⊗A E ' B ,
as A and B bi-modules, respectively.
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Note. For the proof of the previous lemma and theorem see [Ginzburg, 2005] Lemma 2.2.4 and
Theorem 2.3.1.

Definition 3.2.13. A right A -mod, E, is called finitely generated projective module if there exists
an idempotent p ∈ Matn(A) for some n ∈ N such that E = pAn.

Lemma 3.2.9. A right A -mod, E, is finitely generated projective if and only if

EndA(E) ' E ⊕A HomA(E,A) .

Note. For the proof I refer the reader to [Van Suijlekom, 2015], Lemma 6.11.

Proposition 3.2.10. Let A be a ∗-algebra, and E a finite projective right A -mod. Then there
exists a hermitian structure on E, that is to say, there is a pairing 〈·, ·〉E : E × E → A on E.

Proof. Is a direct consequence of the definition 3.2.13, since there is a hermitian structure on An
for n ∈ N, which is preserved by idempotents.

Theorem 3.2.11. Let (A,H, /D) be a spectral triple, and let E be a finite projective right A-
module; denote B = EndA(E) and H′ := E ⊗A H. Then (B,H′, /D′) is a spectral triple with the
Dirac operator being

/D′ = ∇⊗ 1 + 1⊗ /D ,

where ∇ : E → E ⊗A Ω1
/D is a hermitian connection.

Proof. First I need to show that H′ is a Hilbert space; this follows directly from the definition
3.2.13, i.e. H′ ' pAn ⊗A H ' pHn for n ∈ N and p an idempotent. Moreover, the Hilbert space
H′ carries a natural action of B

φ(η ⊗A ψ) = φ(η)⊗A ψ , φ ∈ B, η ∈ E,ψ ∈ H .

The Dirac operator /D′ properly generalizes to the ideal, ηa ⊗A ψ − η ⊗A aψ = 0, defined by the
tensor product over A:

/D′(ηa⊗A ψ − η ⊗A aψ) = +
(
(∇η)a+ η ⊗A d(a)

)
⊗A ψ + ηa⊗A /D(ψ)

− (∇η)⊗A aψ − η ⊗A
(
d(a)ψ − a/D(ψ)

)
=0 .

The action of B is clearly bounded.
Now I will show the compactness of the resolvent of /D′. Any connection can be written as

∇ = p ◦
[
/D, ·
]

+ ω ,

where ω : E → E ⊗A Ω1
/D, and p an idempotent. This shows that the new Dirac operator /D′ can

be written as p/Dp + ω. Thanks to hermiticity of ∇, ω acts as a bounded, self-adjoint operator.
Every self-adjoint operator T satisfies

(ι+ T + ω)−1 = (ι+ T )−1
(
1− ω(ι+ T + ω)−1

)
.

When substituting T = p/Dp, and realizing that p acts as identity on H′; I only need to show that
(ι+ T )−1 = (ιp+ p/Dp)−1 is compact. To this end, take the identity(

ιp+ p/Dp
)(
p(ι+ /D)−1p

)
= p

[
ι+ /D, p

]
(ι+ /D)−1p+ p ,

multiply from the left by (ιp+ p/Dp)−1, and reorder to get

(ιp+ p/Dp)−1 = p(ι+ /D)−1p− (ιp+ p/Dp)−1p
[
/D, p

]
(ι /D)−1p ,

which shows the compactness of (ιp+ p/Dp)−1 because (ι+ /D)−1 is compact by definition.
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Definition 3.2.14. Let E be a (B,A)-bimodule. The conjugate module E◦ is given by the (A,B)-
bimodule

E◦ := {ē = e ∈ E} ,
with a · ē · b = b∗ · e · a∗ for all a ∈ A and b ∈ B.

I would like to generalize the previous theorem to the case when

H′ = E ⊗A H⊗A E◦ ,

and φ ∈
(
B = EndA(E)

)
acts as follows

φ(η ⊗A ψ ⊗A ξ̄) = ψ(η)⊗A ψ ⊗A ξ̄ , ∀η, ξ ∈ E,ψ ∈ H .

Theorem 3.2.12. Let (A,H, /D; J, γ) be an even, real, spectral triple, and let E be a finite projective
right A-module. Then (B,H′, /D′; J ′, γ′) is a spectral triple with the operators defined by

/D′ =
(
∇⊗ 1⊗ 1

)
+
(
1⊗ /D ⊗ 1

)
+
(
1⊗ 1⊗∇

)
,

J ′ = 1⊗ J ⊗ 1 ,

γ′ = 1⊗ γ ⊗ 1 .

Proof. Follows directly from the previous theorem.

In the above theorem, if one chooses E = A, from which follows that B = EndA(E) = A. The
Grassmann connection for this choice, ∇ : A→ Ω1

/D(A), can be written as

∇ = d + ω

=
[
/D, ·
]

+
∑
i

ai
[
/D, bi

]
.

The action of this connection on the identity element yields

ω = ∇(1) =
∑
i

ai
[
/D, bi

]
.

The right action of ∇a on an element of H′ gives

ψ∇a =
(
ε′′JdaJ−1 + ε′′JωaJ−1

)
ψ , ψ ∈ H′, a ∈ A .

Since in this case one has H ' H′ the Dirac operator acts as follows

/D′ψ = /D′(1⊗ ψ ⊗ 1)

= /Dψ +∇(1)ψ + ψ∇(1)

= /Dψ + ωψ + ε′′JωJ−1ψ .

This is often referred to as the inner perturbation of the Dirac operator by Morita self-equivalence
and is denoted by

/Dω := /D + ω + ε′′JωJ−1 , (3.5)

where ω = ω∗ ∈ Ω1
/D(A) is called a gauge field or an inner fluctuation of the Dirac operator.

Now it is the right time to put together three separate notions we discussed so far, namely the
unitary equivalence of spectral triples from the definition 3.2.6, the gauge group of spectral triples
from the definition 3.2.10, and the Morita self-equivalence discussed recently.

Proposition 3.2.13. Let (A,H, /D; J) be a real spectral triple, and let U = uJuJ−1, where u ∈
U(A) is unitary, i.e. U ∈ G(A,H; J) is a gauge group element. Then the unitary equivalence of
the spectral triple by the gauge group element is a special case of Morita self-equivalence in which
ω = u

[
/D, u∗

]
.

Proof. Follows directly from plugging ω = u
[
/D, u∗

]
into the equation (3.4).
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3.2.4 C∗-algebra bundle
It was shown in the proposition 3.2.3, that the sub-algebra AJ defined by the equation (3.2) is in
the centre of A, hence commutative. The Gelfand duality theorem 3.2.1 says that there exists a
Hausdorff space X such that AJ ⊂ C0(X). This space can be interpreted as a background space
on which the spectral triple (A,H, /D; J) describes a non-commutative gauge theory.

Having said this, it follows that the gauge group G(A,H; J) can be interpreted as a group
of vertical or purely non-commutative transformations, hence the name gauge group. In this
subsection I would like to outline this structure in a more mathematically rigorous way; hopefully,
this will shed some light on the construction of non-commutative gauge theories described later in
this thesis. I will mostly follow [Van Suijlekom, 2015] and I urge the reader to consult the book
and references therein for more details on the subject.

Definition 3.2.15. An upper semi-continuous C∗-algebra bundle B over a compact topological
space X, π : B → X, such that each fibre Bx = π−1(x) is a C∗-algebra, and the map a 7→ ‖a‖ is
upper semi-continuous, all the other algebraic operations on B are continuous.

Proposition 3.2.14. The space Γ(X,B) of continuous sections equipped with the norm

‖s‖ := sup
x∈X
‖s(x)‖Bx

forms a C∗-algebra.

In order to construct the C∗-algebra bundle B in the case of interest, one has to first identify
C(X) with the completion of AJ . Then define the ideal of A as follows

Ix := {fa|a ∈ A, f ∈ C(X), f(x) = 0}− .

Theorem 3.2.15. Let Ix be as above and let Bx := A/Ix. Then B := qx∈XBx defines an upper
semi-continuous C∗-algebra bundle over X. Moreover, there is a C(X)-linear isomorphism of A
onto Γ(X,B).

Note. Proofs of the last proposition and theorem can be found in [Kirchberg and Wassermann, 1995].

Now, if one denotes the closure of A as A then the closure of a gauge group G(A,H; J) is the
continuous gauge group

G(A,H; J) ' U(A)

U(AJ)
. (3.6)

Proposition 3.2.16. The action of α ∈ G(A,H; J) on A by inner C∗-algebra automorphisms
induces an action α̃ ∈ G(A,H; J) on B by continuous bundle automorphism; i.e.

π
(
α̃(b)

)
= π(b) , ∀b ∈ B .

Remark. It should be clear that by the identification made in the theorem 3.2.15 one also has that
the induced action α̃ on Γ(X,B) coincides with the action of α on A.

Note. For more details and the proof of the last proposition I refer to [Van Suijlekom, 2015].



Chapter 4

Gauge theories from
almost-commutative manifolds

As already mentioned, idea behind the usage of non-commutative gauge theories in particle physics
is very similar to that of Kaluza-Klein theories. However, the advantage of the approach of almost-
commutative manifolds resides in the fact that the space tensored with a spin manifold is finite;
hence no additional dimensions arise, and there is no need for compactification. The finite space
can however have a non-trivial structure. In this thesis the structure will be non-commutativity,
however one does not need to restrict himself so much. There already exists a very nice general-
ization to non-associative finite spaces by [Farnsworth, 2015].

4.1 Almost commutative manifolds
In this section I will outline the general construction of almost-commutative manifolds, show their
resemblance to standard gauge theories, and lastly compute the so-called spectral action which
will provide a Lagrangian.

To define a canonical spectral triple I need to recall the following facts from spin geometry for
an even-dimensional Riemannian spin manifold M

• C∞(M) is the algebra of smooth functions on M ;

• L2(S) is the Hilbert space of square integrable sections of the spinor bundle S →M ;

• /DM is the Dirac operator associated to the Levi-Civita connection lifted to the spinor bundle
(c.f. the definition 3.1.10);

• JM is the anti-unitary operator defining the spin structure (c.f. the definition 3.1.7);

• γM is the chirality operator on the spinor bundle (c.f. the definition 3.1.2 and the definition
3.1.6).

Definition 4.1.1. The spectral triple (C∞(M), L2(S), /DM ; JM , γM ), corresponding to an even-
dimensional, compact, Riemannian spin manifold M , is called canonical spectral triple.

As one might expect, in order to define almost-commutative manifolds the equation (3.1),
defining the product of spectral triples, will become handy.

Definition 4.1.2. The almost-commutative manifold M × F is defined as a spectral triple(
C∞(M,AF ), L2

(
S ⊗ (M ×HF )

)
,
(
/DM ⊗ 1 + γM ⊗ /DF

)
; JM ⊗ JF , γM ⊗ γF

)
,

corresponding to the tensor product of canonical spectral triple and a finite real spectral triple
(AF ,HF , /DF ; JF , γF ).
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After identifying U
(
C∞(M,AF )

)
with C∞

(
M,U(AF )

)
one can write the gauge group for almost-

commutative manifold as

G(M × F ) :=
{
uJuJ−1|u ∈ C∞

(
M,U(AF )

)}
,

and the gauge algebra for almost-commutative manifold as

g(M × F ) :=
{
X + JXJ−1|X ∈ C∞

(
M,u(AF )

)}
.

At this point, it should be clear from the discussion in the subsection 3.2.4 that the gauge group
of a canonical spectral triple is trivial. The next proposition reveals more details on the gauge
group of almost-commutative manifold.

Proposition 4.1.1. Let M be simply connected. Then the gauge group of an almost-commutative
manifold M × F is given by G(M × F ) = C∞

(
M,G(F )

)
, where

G(F ) =
U(AF )

U
(
(AF )JF

)
is the gauge group of a finite space F .

Remark. The gauge algebra of an almost-commutative manifoldM×F is given in a similar fashion,
i.e. g(M × F ) = C∞

(
M, g(F )

)
.

Proof. The proof follows immediately from the following three parts, namely from the equation
(3.6), the identification of U

(
C∞(M,AF )

)
with C∞

(
M,U(AF )

)
, and from the fact that the map

C∞
(
M,U(AF )

)
→ C∞

(
M,G(F )

)
is surjective since M is simply connected.

One should appreciate the beauty of this construction, the gauge group of an almost-commutative
manifold is the space of sections of a group bundle M × G(F ) which acts on the elements of the
Hilbert space L2

(
S⊗(M×HF )

)
, more precisely it acts fibre-wise on the second factor of the bundle

S⊗(M×HF ). This hints that the full symmetry group of an almost-commutative manifoldM×F
is a semi-direct product of inner, also called gauge, automorphisms, and outer automorphisms, i.e.
diffeomorphisms of M. Putting this together one obtains the symmetry group of M × F being

G(M × F ) o Diff(M) .

It is possible to look at the space E := S ⊗ (M × HF ) as a twisted spinor bundle also called
gauge-multiplet spinor bundle known from gauge theories.

4.2 Gauge fields from inner fluctuations
From now on, I will be concerned only about the 4-dimensional spin manifolds M .

Lemma 4.2.1. Let M × F be an almost-commutative manifold, with M being a 4-dimensional
manifold. Then the inner perturbation of a Dirac operator by Morita self-equivalence ω is of the
form

ω = γµ ⊗Aµ + γM ⊗ φ ,

where Aµ := −ιa∂µb, and φ := a
[
/DF , b

]
are self-adjoint operators.

Remark. The terms Aµ and φ from the above lemma are in the literature usually called gauge field
and scalar field, respectively.
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Proof. The definition of the Dirac operator, /D = /DM ⊗ 1 + γM ⊗ /DF , on an almost-commutative
manifold consists of two terms, one containing the Dirac operator of a spin manifold, /DM , and the
other consisting of the finite Dirac operator /DF . This allows for separation of the inner fluctuations
also into two terms. The first term is

γµ ⊗Aµ := a
[
/DM ⊗ 1, b

]
= −ιγµ ⊗ a∂µb ,

and the other term takes the form of

γM ⊗ φ := a
[
γM ⊗ /DF , b

]
= γM ⊗ a

[
/DF , b

]
.

Combining these two yields the desired result. Moreover, the self-adjoint property is required since
the Dirac operator is (essentially) self-adjoint.

Proposition 4.2.2. LetM×F be an almost-commutative manifold, withM being a 4-dimensional
manifold. Then the fluctuated Dirac operator on M × F takes the form of

/Dω = −ιγµ∇Eµ + γM ⊗ Φ ,

where Φ := /DF + φ+ ε′′FJFφJ
−1
F , and

∇Eµ = ∇Sµ ⊗ 1 + ι1⊗Bµ

is a connection twisted by Aµ on a twisted spinor bundle E := S ⊗ (M × HF ), i.e. Bµ =
(
Aµ −

ε′′FJFAµJ
−1).

Proof. The fluctuated Dirac operator, /Dω = /D + ω + ε′′JωJ−1, was defined the equation (3.5).
By plugging in ω from the previous lemma and realising the fact that JMγµJ−1M = −γµ for a
4-dimensional spin manifold, the last two terms give

ω + ε′′JωJ−1 = γµ ⊗Aµ + γM ⊗ φ+ ε′′J
(
γµ ⊗Aµ + γM ⊗ φ

)
J−1

= γµ ⊗
(
Aµ − ε′′FJFAµJ−1

)
+ γM ⊗

(
φ+ ε′′FJFφJ

−1
F

)
,

where the notation Bµ =
(
Aµ − ε′′FJFAµJ−1

)
is used. Now adding the second term of the Dirac

operator /D = /DM ⊗ 1 + γM ⊗ /DF to the second term in the above expression yields Φ, whereas
the first term yields

−ιγµ∇Eµ = /DM ⊗ 1 + γµ ⊗
(
Aµ − ε′′FJFAµJ−1F

)
= /DM ⊗ 1 + γµ ⊗Bµ ,

with Bµ being a section of the trivial bundle M ×HF .

In the proposition 3.2.13 I showed that the unitary equivalence of a spectral triple by a gauge
group element is a special case of Morita self-equivalence. The following proposition shows that
performing such unitary equivalence transformation on a fluctuated spectral triple gives nothing
else than gauge transformation of gauge and scalar fields.

Proposition 4.2.3. Let M be a 4-dimensional manifold, and let M×F be an almost-commutative
manifold, with a fluctuated Dirac operator /Dω. Then its unitary equivalence transformation by an
element of U ∈ G(M × F ), such that U = uJuJ−1 for u ∈ U(A), yields gauge transformations of
the fields

Aµ → uAµu
∗ − ιu∂µu∗ ,

φ→ uφu∗ + u
[
/DF , u∗

]
.
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Proof. The proposition 3.2.4 determines the unitary transformation of a Dirac operator begin
/Dω → U /DωU∗. Applying it to the fluctuated Dirac operator form the equation (3.5) one arrives
at

U /DωU∗ = U /DU∗ + UωU∗ + Uε′′JωJ−1U∗

= /D + u
[
/D, u∗

]
+ ε′′Ju

[
/D, u∗

]
J−1 + uωu∗ + ε′′Juωu∗J−1

= /D +
(
uωu∗ + u

[
/D, u∗

] )
+ ε′′J

(
uωu∗ + u

[
/D, u∗

] )
J−1 ,

where in going from U = uJuJ−1 to u is accomplished by using the order one, and order zero
conditions. Hence one sees that U : ω 7→ uωu∗ + u

[
/D, u∗

]
. The rest of the proof follows directly

from applying the following equations

ω = γµ ⊗Aµ + γM ⊗ φ ,
/D = −ιγµ∇Sµ ⊗ 1 + γM ⊗ /DF ,

and
[
∇Sµ , u∗

]
= ∂µu

∗.

Remark. One can clearly see the connection to the gauge theories and physics. However, there is
a small problem. The gauge field Aµ transforms in adjoint representation, as expected. On the
other hand the Higgs field φ transforms also in the adjoint representation and this is the problem.
Since in the standard model Higgs field transforms in the fundamental representation of the gauge
group. Fortunately a right choice of the finite space F solves this problem. I refer the reader to
[Connes and Marcolli, 2008] and [Van Suijlekom, 2015] for more detailed explanation.

4.3 Spectral action
In this section I only vaguely state the derivation of heat kernel expansion of the spectral action.
For more details on the subject I encourage the reader to go to [Chamseddine and Connes, 1997,
Connes and Marcolli, 2008, Gracia-Bondia et al., 2013] or [Van Suijlekom, 2015].

The following proposition gives the square of the Dirac operator, see also the theorem 3.1.8.

Proposition 4.3.1 (Generalized Lichnerowicz–Weitzenböck’s formula). LetM be a 4-dimensional
manifold, and let M ×F be an almost-commutative manifold, with a fluctuated Dirac operator /Dω.
Then the square of the fluctuated Dirac operator is

(/Dω)2 = ∆E − F ,

for E = S ⊗ (M ×HF ) being the twisted spinor bundle, and the endomorphism F is given by

F = −1

4
s⊗ 1− 1⊗ Φ2 +

1

2
ιγµγν ⊗ Fµν − ιγMγµ ⊗

[
∇Eµ ,Φ

]
,

with the following notation

Φ :=/DF + φ+ ε′′FJFφJ
−1
F ,

Bµ =Aµ − ε′′FJFAµJ−1 ,
Fµν :=∂µBν − ∂νBµ + ι [Bµ, Bν ] ,[

∇Eµ ,Φ
]

=∂µΦ + ι [Bµ,Φ] ,

∇E =∇Sµ ⊗ 1 + ι1⊗Bµ ,

and s being the scalar curvature.

Now comes the definition of the bosonic spectral action. For fermionic part the reader is
welcomed to consult the above mentioned literature.
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Definition 4.3.1. Let Λ be a real cutoff parameter, and let f : R→ R be positive, even, rapidly
decaying function such that it makes f(/Dω/Λ) a traceclass operator. The bosonic spectral action
is defined as follows

Sbosonic[ω] := Tr f
( /Dω

Λ

)
.

Remark. For the definition of traceclass operators I refer the reader to one of the following two
books, [Gracia-Bondia et al., 2013] or [Connes and Marcolli, 2008].

Theorem 4.3.2. The bosonic spectral action is gauge invariant functional of the gauge field ω ∈
Ω1
/D(A).

Proposition 4.3.3. Let M be a 4-dimensional manifold, and let M×F be an almost-commutative
manifold, with a fluctuated Dirac operator /Dω. Then the asymptotic heat kernel expansion, Λ→∞,
of the bosonic spectral action is

Tr
(
f
( /Dω

Λ

))
∼ 2f4Λ4a0

(
/D2
ω

)
+ 2f2Λ2a2

(
/D2
ω

)
+ f(0)a4

(
/D2
ω

)
+O(Λ−1) .

The numbers fj =
∫∞
0
f(x)xj−1dx, for j ≥ 0 are moments of f ; and aj are Seeley-DeWitt coeffi-

cients of the generalized Laplacian (/Dω)2 = ∆E − F given by

a0
(
x, (/Dω)2

)
= (4π)−

n
2 Tr(id) ,

a2
(
x, (/Dω)2

)
= (4π)−

n
2 Tr

(s
6

+ F
)
,

a4
(
x, (/Dω)2

)
= (4π)−

n
2 Tr

(
− 12∆s+ 5s2 − 2RµνRµν + 2RµνρσRµνρσ

+ 60sF + 180F 2 − 60∆F + 30ΩEµν(ΩE)µν
)
.





Chapter 5

Applications

5.1 The two point space

In this section I will be concerned by a special case of a finite-dimensional spectral triples and their
products with canonical spectral triple. This spectral triple is called two point space because as
its name hints it describes a manifold consisting of two points.

The algebra of functions on this space is AF = C ⊕ C, and for now I will choose the Hilbert
space to be HF = C⊕C. Note the obvious representation of the algebra AF on the Hilbert space

π : f 7→
(
f(1)

f(2)

)
, ∀f ∈ AF .

The grading operator

γF =

(
1
−1

)
,

splits the Hilbert space into two parts, H±F . The Dirac operator can be chosen to be off-diagonal

/DF =

(
0 t
t∗ 0

)
, t ∈ C ,

since any diagonal element would drop out from commutation relations with elements of AF .

Proposition 5.1.1. The finite space FX can have a real structure JF only if /DF = 0, i.e. t = 0.
Such a space is of KO-dimension 0, 2 or 6.

Note. In order to prove this proposition one needs to introduce Krajewski diagrams for real spectral
triples, which play a similar role as Dynkin diagrams for simple Lie algebras. These diagrams give
rules for possible relations between /DF , JF , and HF . However, in this thesis, I will not explore
neither the diagrams, nor classification of finite spectral triples. Therefore, I urge the reader to
consult [Krajewski, 1998] for an introduction to Krajewski diagrams and to classification of real
spectral triples.

Definition 5.1.1. The 2-dimensional two point space is defined by a finite spectral triple FX =
(C2,C2, /DF ; JF , γF ), such that

JF =

(
C

C

)
, /DF =

(
0 t
t∗ 0

)
, t ∈ C ,

for C being the operator of complex conjugation1.

1The choice of JF is again based on the Krajewski diagrams and KO-dimension being 6
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One could think of performing the product of spectral triples defined in the equation (3.1).
Although, this will not give the desired result of electrodynamics it will show interesting properties
of the finite Dirac operator, so let’s do it anyway. The product of the above two point space with
a canonical spectral triple takes the form

M × FX :=
(
C∞(M,C2), L2(S)⊗ C2, /DM ⊗ 1; JM ⊗ JF , γM ⊗ γF

)
. (5.1)

The Gelfand duality theorem 3.2.1 says that the algebra of the above spectral triple is nothing
else than a disjoint union of two copies of the manifold M . For the gauge group one has the
following proposition.

Proposition 5.1.2. Let FX be the two point space described in the definition 5.1.1, then its gauge
group is

G(FX) = U(1) .

Proof. Clearly U(AF ) = U(C2) = U(1) × U(1), so I only need to show that U
(
(AF )JF

)
= U(1)

since the equation (3.6) gives

G(F ) =
U(AF )

U
(
(AF )JF

) .
Now, it is clear that f ∈ (AF )JF if and only if JF f∗J−1F = f but this is possible only if f(1) = f(2)
since (

C
C

)(
f∗(1)

f∗(2)

)(
C

C

)
=

(
f(2)

f(1)

)
,

which completes the proof.

Corollary. The gauge group of the product spectral triple M ×FX described by the equation (5.1)
is equal to C∞

(
M,G(FX)

)
.

Proof. This is a direct consequence of the proposition 4.1.1.

Proposition 5.1.3. Let M × FX be the spectral triple described in the equation (5.1). Then the
fluctuated Dirac operator takes the form of

/Dω = /D + γµYµ ⊗ γF .

Moreover, the action of the gauge group G(M ⊗ FX) takes the form of

u : Yµ 7→ Yµ − ιu∂µu∗ .

Proof. The gauge field Aµ is determined by two U(1) gauge fields X1
µ, X

2
µ ∈ C∞(M,R). From the

proof of the proposition 4.2.2 one gets the definition of Bµ to be

1⊗Bµ =Aµ − JFAµJ−1F

=

(
X1
µ

X2
µ

)
−
(
X2
µ

X1
µ

)
=Yµ ⊗ γF .

where ε′′F = 1 thanks to the KO-dimension being 6, and Yµ = X1
µ −X2

µ. The rest follows from the
proposition 4.2.3.

In the next proposition I would like to show what role is played by the finite Dirac operator,
and what consequences should one expect by setting it to zero.

Proposition 5.1.4. The distance between the two copies of M is reciprocally proportional to the
mass scale of the theory determined by the Higgs field Ψ which in turn is determined by the finite
Dirac operator.
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Proof. The distance formula for a Riemannian spinc manifold was defined in the proposition 3.2.2.
This can easily be generalized to finite space FX as follows.

d/DF (1, 2) = sup{‖f(1)− f(2)‖ |f ∈ AF ,
∥∥[/DF , f]∥∥ ≤ 1} .

Since the finite space in question is two point space, there is only one non-trivial choice. Moreover,
an f ∈ AF is uniquely determined by a pair of complex numbers f(1) and f(2). Now, the
commutator gives [

/DF , π(f)
]

=

[(
t

t∗

)
,

(
f(1)

f(2)

)]
=
(
f(2)− f(1)

)( t
−t∗

)
Hence the norm is

∥∥[/DF , π(f)
]∥∥ = ‖f(2)− f(1)‖ ‖t‖. Putting everything together yields the

distance formula
d/DF (1, 2) =

1

‖t‖
The proposition 5.1.1 implies that in case of real structure JF the two copies are infinitely apart.
The relation to the mass scale follows from the fact that the mass scale of the theory is proportional
to the Higgs field, which is contained in the part of the fluctuated Dirac operator γM ⊗ Φ, where
Φ := /DF + φ+ ε′′FJFφJ

−1
F , is proportional to /DF .

Remark. There is a well-known trick to make this theory massive, namely doubling the Hilbert
space HF . In this particular case, fermions will acquire mass without being couplet to the Higgs
field.

5.2 Electroweak sector with see-saw mechanism
The results presented in this section were first derived in [Chamseddine et al., 2007]. I will take a
simplifying approach, meaning I will be concerned only about electroweak sector of one generation
standard model.

It is known from the standard model, that the lepton space2 contains right-handed electron
and neutrino as singlets, and a doublet of their left-handed counterparts. The anti-lepton space
has the very same structure with the only difference of anti-particles instead of particles. Thus one
has that

Hlpt =
{
νR, eR, (νL, eL)

}
' C4 ,

Hlpt =
{
νR, eR, (νL, eL)

}
' C4 .

Knowing this, one can draw the Krajewski diagram:
1 1 2

1◦

1
◦

2◦

Where each vertex, ◦, corresponds to an irreducible representation of
a subalgebra of the finite algebra AEW ; and each edge, lines connect-
ing vertices, corresponds to an interaction term in the finite Dirac op-
erator /DEW . Thus, in the diagram on the left, the horizontal vertices
correspond precisely to Hlpt, whereas the vertical vertices correspond
to Hlpt. The full Hilbert space HEW takes the form Hlpt⊕Hlpt ' C8.
The finite algebra clearly takes the form of AEW = C⊕Q.

In order to find out the action of the algebra AEW , first recall the isomorphism between Q and
the sub-algebra of M2(C), namely

Q '
{(

α β
−β∗ α∗

) ∣∣∣α, β ∈ C
}
.

2I am talking here about only one generation.
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which maps q = a+ bεx + cεy + dεz to the matrix

q 7→
(
a+ ιd b+ ιc
−b+ ιc a− ιd

)
.

I will use the two notation for quaternions interchangeably. Now, one can determine the represen-
tation, π, of the algebra AEW restricted to Hlpt ' C4 as follows

πHlpt : (λ, q) 7→


λ 0
0 λ∗

α β
−β∗ α∗

 , ∀λ ∈ C ,∀q ∈ Q .

The restriction of this representation to Hlpt ' C4 takes the form

πHlpt : (λ, q) 7→ diag(λ, λ, λ, λ) , ∀λ ∈ C ,∀q ∈ Q .

Putting this together gives the full representation π of AEW on HEW

π : (λ, q) 7→


λ 0
0 λ∗

α β
−β∗ α∗

λI4

 , ∀λ ∈ C ,∀q ∈ Q , (5.2)

where I4 is the 4 × 4 identity matrix. The representation π◦ of A◦EW is determined in a similar
manner by using the anti-linear operator JEW defined later. The corresponding Dirac operator
/DEW : HEW → HEW takes the form of

/DEW =



Y ∗ν 0 YR 0
0 Y ∗e 0 0

Yν 0
0 Ye
YR 0 Y ∗ν 0
0 0 0 Y ∗e

Yν 0
0 Ye


,

where all Yν ’s and Ye’s are the masses of respective particles; and YR is the Majorana mass of
right-handed neutrion. In the case of three generations the Y ’s would be 3 × 3 Yukawa mass
matrices and YR would be 3× 3 Majorana mass matrix.

Eigenvalues of the grading operator γEW are +1 on left-handed particles and −1 on the right-
handed particles, i.e.

γEW = diag(−I2, I2,−I2, I2) .

The anti-linear operator JEW maps particles into their corresponding anti-particles, i.e.

JEW =

(
I4

I4

)
.

Finally, I can state the following proposition.

Proposition 5.2.1. The finite, real, even, spectral triple

FEW :=
(
AEW ,HEW , /DEW ; JEW , γEW

)
has KO-dimension 6.
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Proof. Finiteness, reality and evenness is clear, to prove that the KO-dimension is 6 one needs to
check that ε′ = ε′′ = 1 and ε′′′ = −1.

Proposition 5.2.2. The gauge group of the finite spectral triple FEW is given by

G(FEW ) =
(
U(1)× SU(2)

)
/Z2 .

Proof. Clearly U(AEW ) = U(1)×U(Q). From the lemma 1.1.4 one has that U(Q) ' SU(2). For a
to be in (AEW )JEW it has to satisfy the relation JEWa = a∗JEW

3, which means that λ = λ∗ = q;
and hence (AEW )JEW ' R. This gives U

(
(AEW )JEW

)
' Z2 and the definition 3.2.10 yields the

result.

Corollary. The gauge group of the almost-commutative manifold M × FEW takes the form of
C∞

(
M,G(FEW )

)
.

Lemma 5.2.3. Let M ×FEW be an almost-commutative manifold, with M being a 4-dimensional
spin manifold. Then the gauge field, Aµ, from the lemma 4.2.1 takes the form of

Aµ = diag
(
Λµ,−Λµ, Qµ, (ΛµI4)

)
,

where

Λµ :=− ιλ∂µλ′ , λ, λ′ ∈ C∞(M,C) ,

Qµ :=− ιq∂µq′ , q, q′ ∈ C∞(M,Q) ,

such that Λµ is a real field, and Qµ is a sum of real fields multiplied by the Pauli matrices.

Proof. From the block diagonal form of the action of AEW on HEW in the equation (5.2) it is
easy to see that the gauge field, Aµ = −ιa∂µa′ for some a, a′ ∈ C∞(M,AEW ), splits into three
components corresponding to the three diagonal parts, namely Λµ, Λ̃µ, and Qµ. The first and the
last are given in the lemma itself, the remaining is Λ̃µ := −ιλ∗∂µ(λ′)∗. However, the hermiticity
condition Λµ = (Λµ)∗ forces Λ̃µ = −Λµ be a real field. The same condition Qµ = Q†µ restricts Qµ
to be the sum of real fields multiplied by the Pauli matrices4.

In the remainder of this chapter I will use the following notation

Y =

(
Yν

Ye

)
, q =

(
α β
−β∗ α∗

)
,

ỸR =

(
YR

0

)
, qλ =

(
λ

λ∗

)
.

(5.3)

Lemma 5.2.4. Let M ×FEW be an almost-commutative manifold, with M being a 4-dimensional
spin manifold. Then the scalar field, φ, from the lemma 4.2.1 takes the form of

φ =

 0 Y †ϕ′

ϕY 0
0

 ,

where
ϕ =

(
ϕ1 ϕ2

−ϕ∗2 ϕ∗1

)
, ϕ′ =

(
ϕ′1 ϕ′2

−(ϕ′2)∗ (ϕ′1)∗

)
,

for

ϕ1 = α(λ′ − α′) + β(β′)∗ , ϕ′1 = λ(α′ − λ′) ,
ϕ2 = −αβ′ + β

(
(λ′)∗ − (α′)∗

)
, ϕ′2 = λβ′ .

3Of course, I am using a sloppy notation; one should write JEW π(a) = π(a)∗JEW .
4I implicitly assume the embedding of Q in M2(C).
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Proof. From the above mentioned lemma one has that φ := a
[
/DEW , a′

]
. Plugging in the compo-

nents yields

a
[
/DEW , a′

]
=


qλ

q
λ

λ





Y † ỸR
Y

ỸR Y †

Y

 ,


qλ′

q′

λ′

λ′




=

 0 qλ(Y †q′ − qλ′Y †)
q(Y qλ′ − q′Y ) 0

0


=

 0 Y †qλ(q′ − qλ′)
q(qλ′ − q′)Y 0

0

 ,

where in the last line I used the fact that both Y and qλ are diagonal; hence they commute. After
performing the 2× 2 matrix multiplications one obtains the equations for ϕ and ϕ′.

Combination of the preceeding two lemmas gives the fluctuated Dirac operator on our almost-
commutative manifold.

Proposition 5.2.5. Let M × FEW be an almost-commutative manifold, with M being a spin
manifold of dimension 4. Then, using the notation from the previous two lemmas, the fluctuated
Dirac operator on M × FEW takes the form of

/Dω = /DM ⊗ 1 + γM ⊗Bµ + γM ⊗ Φ ,

where

Bµ =


0 0
0 −2Λµ

(Qµ − Λµ)
0 0
0 2Λµ

−(Qµ − Λµ)

 ,

and

Φ =


Y †(ϕ′ + 1)

YR 0
0 0

(ϕ+ 1)Y
YR 0
0 0

Y †(ϕ′ + 1)

(ϕ+ 1)Y

 . (5.4)

Proof. The fluctuated Dirac operator is determined in the proposition 4.2.2. Hence I only need to
prove the expressions for Bµ and Φ.
For the first expression one can write Bµ = Aµ − JEWAµJ

−1
EW . After performing the matrix

multiplications in the second term one arrives exactly at the desired result.
In the case of the second expression one has Φ := /DEW + φ+ JEWφJ

−1
EW , where the second term

yields

JEWφJ
−1
EW =

 0
0 Y †ϕ′

ϕY 0

 .

Putting everything together yields the result.

Remark. It is interesting to note that the coefficients in front of Λµ in the field Bµ correspond to
the Hypercharges of corresponding particles, i.e.
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νR eR νL eL νR eR νL eL
0 -2 -1 -1 0 2 1 1 .

Proposition 5.2.6. Let M × FEW be an almost-commutative manifold, described above; and let
u = (κ, p) ∈ U(AEW ) for κ ∈ C∞

(
M,U(1)

)
and p ∈ C∞

(
M,SU(2)

)
. Then the gauge transforma-

tions of the gauge fields defined in the lemma 5.2.3 and the lemma 5.2.4 are

Λµ 7→ Λµ − ικ∂µκ∗ , (ϕ+ 1) 7→ p(ϕ+ 1)q†κ ,

Qµ 7→ pQµp
† − ιp∂µp† , (ϕ′ + 1) 7→ qκ(ϕ′ + 1)p† .

Proof. The transformation properties of the gauge field Aµ and the scalar field φ are given in the
proposition 4.2.3.

In the case of the gauge field, Aµ, first notice that it has a block diagonal form, and that the
action of AEW on it has the same structure. Thus, the problem splits into transformations of Λµ
and Qµ. Next thing to note is that Λµ ∈ C∞(M,C) yielding that κΛµκ

∗ = Λµ. The rest follows
directly from transformation forms of the above mentioned proposition.

In the case of the scalar field, φ, one has

φ 7→uφu† + u
[
/DEW , u†

]
=u
(
φ+ /DEW

)
u† − /DEW .

It is clear that this equation has the same structure as the equations in the proof of the lemma
5.2.4. Writing out only the non-zero part acting on Hlpt yields(

0 Y †(ϕ′ + 1)
(ϕ+ 1)Y 0

)
7→
(

0 Y †qκ(ϕ′ + 1)p†

p(ϕ+ 1)q†κY 0

)
, (5.5)

which completes the proof.

From this last proposition one can see that the gauge fields Λµ and Qµ transform in the
adjoint representation, whereas the fields ϕ and ϕ′ transform in the fundamental representation.
Moreover, the lemma 5.2.4 shows that ϕ and ϕ′ have only two complex degrees of freedom, i.e. are
doublets, even though they are written as 2× 2 matrices. All this is in agreement with the earlier
interpretation of φ as the Higgs field.

Now, I would like to show the see-saw mechanism which is built in the Dirac operator /DEW .
The Dirac operator written in the basis of neutrinos, i.e. omiting every second row and column,
can be writen as follows

/DEW =


Y ∗ν YR

Yν
YR Y ∗ν

Yν

 .

The four eigenvalues of this matrix are

±1

2

(
YR ±

√
Y 2
R + 4Y 2

ν

)
.

Assuming the relation YR � Yν between the Majorana mass, YR, and the Dirac mass, Yν (c.f.
[Schwartz, 2014], section 29.3.4) gives an approximate values for the eigenvalues, ±YR and ±Y

2
ν

YR
.

This yields the well-known see-saw mechanism. I refer the reader to the above mentioned book for
more details on this mechanism.

In the next section I will modifie the finite algebra and see what consequences this modification
offeres.
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5.3 Electroweak sector with Majorana neutrinos
As already mentioned, in the present section I will be concerned with the algebra

AF = R⊕ C⊕Q ,

which looks much more elegant in a way that it contains all three associative division algebras.
This modification will lead to an electroweak sector with only Majorana neutrinos.

1R 1C 2Q

1∗R

1∗C

2∗Q

The Krajewski diagram gets modified as shown on the left. Note
that not only the diagram has less edges, which will force the Dirac
operator to have less entries in the diagonal components, it also has
two double vertices instead of one. This double vertex allows for
giving the electrons a Majorana mass. However, I will not consider
this option since it was not observed in experiments.

The Hilbert space stays the same as in the previous example, namely HF = Hlpt ⊕Hlpt, where

Hlpt =
{
νR, eR, (νL, eL)

}
' C4 ,

Hlpt =
{
νR, eR, (νL, eL)

}
' C4 .

The action of the algebra AF on the Hilbert space, HF , is

π : (r, z, q) 7→


r 0
0 z

α β
−β∗ α∗

r
z∗I3

 , ∀r ∈ R ,∀z ∈ C ,∀q ∈ Q . (5.6)

The Dirac operator takes the form of

/DF =



0 0 YR 0
0 Y ∗e 0 0

0 0
0 Ye
YR 0 0 0
0 0 0 Y ∗e

0 0
0 Ye


.

Finally, the grading operator stays the same as in the previous case

γF = diag(−I2, I2,−I2, I2) ,

but the anti-unitary operator, JF , is modified because of the complex-conjugation of the action of
AF on Hlpt.

JF = C

(
I4

I4

)
,

where C : C → C is the operator of complex conjugation. I can gather all this in the next
proposition.

Proposition 5.3.1. The finite, real, even, spectral triple

F :=
(
AF ,HF , /DF ; JF , γF

)
has KO-dimension 6.
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The gauge group stays the same, however the proof is slightly modified due to the additional
component in the finite algebra.

Proposition 5.3.2. The gauge group of the finite spectral triple F is given by

G(F ) =
(
U(1)× SU(2)

)
/Z2 .

Proof. This is analogous to the proof from the proposition 5.2.2, with the only difference being the
fact that (AF )JF = R ⊕ R because the relation JFa = a∗JF forces z = z∗ = q for a = (r, z, q) ∈
AF .

The gauge field Aµ and the scalar field φ are modified according to the next two lemmas.

Lemma 5.3.3. The gauge field, Aµ on M × F , defined in the lemma 4.2.1, takes the form of

Aµ = diag
(
0,Λµ, Qµ, 0, (−ΛµI3)

)
,

where

Λµ :=− ιz∂µz′ , z, z′ ∈ C∞(M,C) ,

Qµ :=− ιq∂µq′ , q, q′ ∈ C∞(M,Q) ,

such that Λµ is a real field, and Qµ is a sum of real fields multiplied by the Pauli matrices.

Proof. The proof of this proposition is pretty much the same as the one of the lemma 5.2.3 from
the previous section. The small difference is in the condition Rµ = R∗µ, for Rµ = −ιr∂µr′; because
r, r′ ∈ R the condition forces Rµ = 0.

In the following text I will use a modified notation, originally defined in the equation (5.3),
more precisely

Y =

(
0

Ye

)
, q =

(
α β
−β∗ α∗

)
,

ỸR =

(
YR

0

)
, qr,z =

(
r

z

)
.

(5.7)

Lemma 5.3.4. The scalar field, φ on M × F , defined in the lemma 4.2.1, takes the form of

φ =

 0 Y †ϕ′

ϕY 0
0

 ,

where

ϕ =

(
α(r′ − α′) + β(β′)∗ −αβ′ + β

(
z′ − (α′)∗

)
−β∗(r′ − α′) + α∗(β′)∗ β∗β′ + α∗(z′ − (α′)∗

)
, ϕ′ =

(
r(α′ − r′) rβ′

−z(β′)∗ z
(
(α′)∗ − z′

)) .

Proof. Very same as in the lemma 5.2.4, only substitute qλ for qrz in the proof. An easier way
is to make the substitution λ 7→ r and λ∗ 7→ z, however one must be careful with complex
conjugations!

Proposition 5.3.5. The fluctuated Dirac operator on M × F takes the form of

/Dω = /DM ⊗ 1 + γM ⊗Bµ + γM ⊗ Φ ,

where

Bµ =


0 0
0 2Zµ

(Qµ + Zµ)
0 0
0 −2Zµ

−(Qµ + Λµ)

 ,

and Φ is as in the equation (5.4)., with the modified notation from the equation (5.7).
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The transformation relations for the gauge and scalar fields are as in the proposition 5.2.6 with
the only change being qκ 7→ qs,w for s ∈ R and w ∈ C.

The discussion about the transformation properties, and about the Higgs field, following the
proof of the proposition mentioned in the previous paragraph, carries over to the current setting.
Moreover, since here Y = diag(0, Ye), only the parts of ϕ and ϕ′ containing z survives. The parts
having terms with r are killed by the zero on the diagonal of Y . This restricts ϕ and ϕ′ to have
only two complex degrees of freedom.

The eigenvalues of the Dirac operator, /DF , restricted to the subspace of only neutrinos are
±YR of multiplicity one, and 0 of multiplicity 2, giving that in this setting neutrinos have only
Majorana masses.

The link to the hypercharge of particles picks up minus sign, this can be fixed by reinterpreting
particles as anti-particles and vice versa.



Appendix A

Physicist’s conventions

A.1 Lorentz group representation
This appendix serves the purpose of outlining the standard matrix representations of spinors and
4-vectors.

A.1.1 Spinors as columns
I will kick off the first subsection with some facts about Lie algebras and their complexifications.

Theorem A.1.1. Let G and H be matrix Lie groups with Lie algebras g and h, respectively; and
let φ : g → h be a Lie algebra homomorphism. If G is simply connected, there exists a unique Lie
group homomorphism Φ : G→ H such that

Ψ(exp(X)) = exp(ψ(X)) , ∀X ∈ g .

Corollary. Suppose G and H are simply connected matrix Lie groups with Lie algebras g and h,
respectively. If g is isomorphic to h, then G is isomorphic to H.

Remark. This basically mean that there is a bijective correspondence between real representations
of a Lie algebra g, and complex representations of its complexification gC. A fact which will be
very useful later.

Lemma A.1.2. The following list of identities holds

so(3)C ∼= su(2)C ∼= sl(2,C) ,

so(4) ∼= su(2)⊕ su(2) ,

so(1, 3)C ∼= sl(2,C)C ∼= so(4;C) ∼= sl(2,C)⊕ sl(2,C) .

Note. For the proof of the last lemma and theorem, the reader is encourage to consult the Theorem
5.6 and Proposition 3.38 both in [Hall, 2015].

Physicists usually use a different convention when it comes to exponentiating Lie algebra ele-
ments. It goes as follows

Λ = exp(ιθiJ̃i + ιβiK̃i) ,

where the relation to the generators defined in the equation (1.5) is

Ji = ιJ̃i , Ki = ιK̃i .

The commutation relations are modified to[
J̃i, J̃j

]
= ιε k

ij J̃k ,[
J̃i, K̃j

]
= ιε k

ij K̃k ,[
K̃i, K̃j

]
= −ιε k

ij J̃k .

53
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However I will stick to the original, mathematician’s, definition of the generators from the equation
(1.5) satisfying the commutation relation written in the equation (1.6).

At this point a complexification of (already complex, but viewed as a real algebra) sl(2,C) is
performed by taking the following complex combinations of generators1

J+
i ≡

1

2
(Ji + ιKi) , J−i ≡

1

2
(Ji − ιKi) , (A.1)

which simplifies the commutation relations as follows[
J±i , J

±
j

]
= −ε k

ij J
±
k ,[

J±i , J
∓
j

]
= 0 .

(A.2)

The algebra generated either by J+
i or J−i has the same commutation relations as su(2). Due

to the exceptional isomorphisms (also called accidental isomorphisms) this algebra has multiple
names su(2) ∼= so(3) ∼= sl(2,R) ∼= so(1, 1).

After performing this transformation, often an incorrect claim so(1, 3) ∼= su(2)⊕su(2) is made.
The problem is easy to spot - the first algebra is non-compact but the second is compact.

The correct way to thing about this is that the other possible complex combination of the
generators was forgotten, namely

K+
i ≡ −ιJ

+
i =

1

2
(Ki − ιJi) ,

K−i ≡ ιJ
−
i =

1

2
(Ki + ιJi) .

After some tedious calculations one can convince himself that we actually got sl(2,C) ⊕ sl(2,C).
Therefore the claim holds only after complexification.

so(1, 3)C ∼= sl(2,C)C ∼= su(2)C ⊕ su(2)C .

But this is exactly what the lemma A.1.2 tells us. So, thanks to the theorem A.1.1 (or rather
the remark following it), we are now looking for a complex representation of sl(2,C) ⊕ sl(2,C),
which is nothing other than a tensor product of two copies of a complex representation of sl(2,C).
These are labelled by a pair of numbers (i, j). Now again, the lemma A.1.2 tells us that sl(2,C)
is complexification of su(2), and the theorem A.1.1 tells us that it is sufficient to take real rep-
resentations of su(2). But we know that the real representations of su(2) are spinors, vectors,
etc.

The above discussion yields that there are two inequivalent, meaning non-isomorphic, funda-
mental representations of sl(2,C). The first one is a complex, 2-dimensional representation denoted
by
(
1
2 , 0
)
, and called the left-handed, also known as fundamental, with objects of the underlying

space called the left-handed Weyl spinors. The other one is again a complex, 2-dimensional repre-
sentation denoted by

(
0, 12
)
, and called right-handed, also known as anti-fundamental. The objects

this second representation acts on are called the right-handed Weyl spinors. The infinitesimal
transformations for these representations are

δψL =
1

2
(ιθj + βj)σjψL

=
(
θjJ+

j + βjK+
j

)
ψL ,

δψR =
1

2
(ιθj − βj)σjψR

=
(
θjJ−j + βjK−j

)
ψR ,

(A.3)

with an obvious notation.
1This really is a second complexification because the 3-dimensional complex algebra sl(2,C) is viewed as 6-

dimensional real algebra.
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What usually follows next in the QTF textbooks are Clifford algebras and γ-matrices. The
two representations are joined into

(
1
2 , 0
)
⊕
(
0, 12
)
called Dirac representation with transformation

matrices
Λs = exp

(
1

2
θµνS

µν

)
,

where Sµν = 1
4 [γµ, γν ]. In the chiral basis, gammas are written as

γµ =

(
σµ

σ̄µ

)
.

Where σ0 is the identity matrix and σi’s are the Pauli matrices; the bar multiplies the spatial Pauli
matrices by −1. This representation acts on objects called Dirac spinors, represented in the chiral
basis by a column vectors (

ψL
ψR

)
.

Let me conclude this subsection by outlining the construction of a Lorentz invariant Lagrangian.
For a more self-contained treatment see chapter 10 in [Schwartz, 2014].

By exploiting the transformation relations of left-handed and right-handed spinors, it is realized
that the combinations

V µR = (ψ†RψR, ψ
†
R~σψR) = ψ†Rσ

µψR ,

V µR = (ψ†LψL,−ψ
†
L~σψL) = ψ†Lσ̄

µψL ,

transform as 4-vectors. Here again ~σ represents the Pauli matrices. By doing so a Lorentz invariant
Lagrangian

L = ιψ†Rσ
µ∂µψR + ιψ†Lσ̄

µ∂µψL −m(ψ†RψL + ψ†LψR)

= ψ̄(ιγµ∂µ −m)ψ ,

is defined. Where the bar ψ̄ = ψ†γ0 is obviously not the quaternionic conjugation operator from
the main text.

A.1.2 Vectors as columns
From quantum field theory it is known that the joint representation

(
1
2 ,

1
2

)
is the 4-vector repre-

sentation. In this subsection, some details of the 4-vector representation will be explored. Here, I
will partly follow the already a couple of times mentioned book by [Schwartz, 2014].

The transformation properties of 4-vectors, and of the metric tensor are carried over from
special relativity. They take the form of

Xµ → ΛµνX
ν ,

ηµν = (ΛT ) ρ
µ ηρσΛσν

Explicitly, the transformation matrices for rotations around the x, y or z axes take the form
1

1
cos(θx) sin(θx)
− sin(θx) cos(θx)

 ,


1

cos(θy) − sin(θy)
1

sin(θy) cos(θy)

 ,


1

cos(θz) sin(θz)
− sin(θz) cos(θz)

1

 .

For boosts in the x, y or z directions one gets
cosh(βx) sinh(βx)
sinh(βx) cosh(βx)

 ,


cosh(βy) sinh(βy)

1
sinh(βy) cosh(βy)

1

 ,


cosh(βz) sinh(βz)

1
1

sinh(βz) cosh(βz)

 .
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This can be put into a nice equation for vector transformations

ΛV = exp(
ι

2
θµνM

µν) ,

see equation (1.8), and equation (1.9).
Infinitesimally, this yields the following transformation rules of a 4-vector X

δ(X0, Xk) = (βiX
i, βkX0 + ε k

ij X
iθj) , (A.4)

where θj are the rotation angles and βi are the boost angles.



Appendix B

Complex Quaternions

B.1 Link between matrix and complex-quaternionic formal-
ism

In this section, I would like to outline the relation between matrix and complex-quaternionic
formalism. It is known that the transformation relations for spinors in matrix formalism take the
form

δψL =
1

2
(ιθj + βj)σjψL ,

δψR =
1

2
(ιθj − βj)σjψR .

The left-handed spinors in matrix formalism are good to go, since the Lorentz transformations
act by the left multiplication; and the isomorphism is simply ϕ : Lσi 7→ ιLεi . On generators one
gets

JLi : ι
1

2
Lσi

ϕ7−→ −1

2
Lεi ,

KL
i :

1

2
Lσi

ϕ7−→ ι
1

2
Lεi .

On the other hand, right handed spinors in the matrix formalism are slightly different. This is
because Lorentz transformations act again by the left multiplication, but in complex quaternionic
formalism they acts by the right multiplication. Hence, I need a slight modification of the above
isomorphism.

JRi : ι
1

2
Lσi

ϕ7−→ −1

2
Lεi

·7−→ 1

2
Rεi ,

KR
i : −1

2
Lσi

ϕ7−→ −ι1
2

Lεi
·7−→ ι

1

2
Rεi .

From which it is clear that the isomorphism for the right handed spinors is (· ◦ ϕ) ≡ ϕ : Lσi 7→
−ιRεi . Because ∗2 ≡ 1, and † commutes with ϕ one can also write

ϕ ∼= ∗ ◦ ϕ ◦ † .

This yields that using the map ϕ : ψMat
L → ψCQL for left-handed spinors1, and ϕ : ψMat

R → ψ
CQ

R for
right-handed spinors give the desired isomorphisms. The map ϕ can be also used as a isomorphism
map between Clifford algebra representations.

1To distinguish between spinors in the two formalism I temporarily use the superscripts Mat and CQ.
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I have shown that spinors have the same transformation rules in either representation, c.f.
lemma 1.2.5. Now, I would like to connect the 4-vector or

(
1
2 ,

1
2

)
representation in complex-

quaternionic formalism to its matrix formalism counterpart. To this end recall that in the later
formalism ψ̄γµψ transforms as a 4-vector. The same is true for ψ†L(1 + ιεi)ψL and ψ∗R(1− ιεi)ψL
(see the equation (2.1)). This gives the connection between 4-vectors of matrix formalism written
as 2× 2 matrices with two spinorial indices, i.e. V = V µσµ, where σα̇β carries the spinor indices.
The corresponding map between them is just the above map ϕ sending σi to ιεi and σ0 to 1.

It is known that in this formalism the equations of motion take the form

(ιγµ∂µ −m)ψ = 0 ,

which when written out in the chiral basis means(
−m ισµ∂µ
ισ̄µ∂µ −m

)(
ψL
ψR

)
= 0 .

This machinery heavily depends on the Clifford algebra of the underlying Minkowski space. Clearly,
the gamma matrices written out in the chiral representation are

γµ =

(
σµ

σ̄µ

)
,

where σ0 is a 2× 2 identity matrix and σi are the Pauli matrices.
This Clifford algebra for complex quaternions can be written out as follows

γ0 =

(
1

1

)
, γi =

(
ιεi

−ιεi

)
.

Using this and the combination of the left-handed spinor and quaternionic conjugation of the right-
handed spinor into the Dirac spinor yields the desired outcome for equation of motion, precisely
like in the equation (2.2)(

−m ι(∂0 +
∑
i ιεi∂i)

ι(∂0 −
∑
i ιεi∂i) −m

)(
ψL
ψR

)
= 0 .

B.2 Calculations with complex-quaternions

B.2.1 Action of Lorentz generators on complex-quaternions
For the basis

l↑ =
1

2
(1 + ιεz) , l↑ = r↑ =

1

2
(1− ιεz) ,

l↓ =
1

2
(ιεx + εy) , l↓ = r↓ =

1

2
(−ιεx − εy) ;

one has the following Lorentz transformations

rotations of l↑ boosts of l↑
L−εx : (1 + ιεz) 7→ ι(ιεx + εy) , Lιεx : (1 + ιεz) 7→ (ιεx + εy) ;

L−εy : (1 + ιεz) 7→ −(ιεx + εy) , Lιεy : (1 + ιεz) 7→ ι(ιεx + εy) ;

L−εz : (1 + ιεz) 7→ ι(1 + ιεz) , Lιεz : (1 + ιεz) 7→ (1 + ιεz) .

rotations of l↓ boosts of l↓
L−εx : (ιεx + εy) 7→ ι(1 + ιεz) , Lιεx : (ιεx + εy) 7→ (1 + ιεz) ;

L−εy : (ιεx + εy) 7→ (1 + ιεz) , Lιεy : (ιεx + εy) 7→ −ι(1 + ιεz) ;

L−εz : (ιεx + εy) 7→ −ι(ιεx + εy) , Lιεz : (ιεx + εy) 7→ −(ιεx + εy) .
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rotations of r↑ boosts of r↑
Rεx : (1− ιεz) 7→ ι(−ιεx − εy) , Rιεx : (1− ιεz) 7→ −(−ιεx − εy) ;

Rεy : (1− ιεz) 7→ −(−ιεx − εy) , Rιεy : (1− ιεz) 7→ −ι(−ιεx − εy) ;

Rεz : (1− ιεz) 7→ ι(1− ιεz) , Rιεz : (1− ιεz) 7→ −(1− ιεz) ;

rotations of r↓ boosts of r↓
Rεx : (−ιεx − εy) 7→ ι(1− ιεz) , Rιεx : (−ιεx − εy) 7→ −(1− ιεz) ;

Rεy : (−ιεx − εy) 7→ (1− ιεz) , Rιεy : (−ιεx − εy) 7→ ι(1− ιεz) ;

Rεz : (−ιεx − εy) 7→ −ι(−ιεx − εy) , Rιεz : (−ιεx − εy) 7→ (−ιεx − εy) .

In the case of the basis

l↑ =
1

2
(ιεx − εy) , l↑ = r↑ =

1

2
(−ιεx + εy) ,

l↓ =
1

2
(1− ιεz) , l↓ = r↓ =

1

2
(1 + ιεz) .

the transformations take the from of

rotations of l↑ boosts of l↑
L−εx : (ιεx − εy) 7→ ι(1− ιεz) , Lιεx : (ιεx − εy) 7→ (1− ιεz) ;

L−εy : (ιεx − εy) 7→ −(1− ιεz) , Lιεy : (ιεx − εy) 7→ ι(1− ιεz) ;

L−εz : (ιεx − εy) 7→ ι(ιεx − εy) , Lιεz : (ιεx − εy) 7→ (ιεx − εy) .

rotations of l↓ boosts of l↓
L−εx : (1− ιεz) 7→ ι(ιεx − εy) , Lιεx : (1− ιεz) 7→ (ιεx − εy) ;

L−εy : (1− ιεz) 7→ (ιεx − εy) , Lιεy : (1− ιεz) 7→ −ι(ιεx − εy) ;

L−εz : (1− ιεz) 7→ −ι(1− ιεz) , Lιεz : (1− ιεz) 7→ −(1− ιεz) .

rotations of r↑ boosts of r↑
Rεx : (−ιεx + εy) 7→ ι(1 + ιεz) , Rιεx : (−ιεx + εy) 7→ −(1 + ιεz) ;

Rεy : (−ιεx + εy) 7→ −(1 + ιεz) , Rιεy : (−ιεx + εy) 7→ −ι(1 + ιεz) ;

Rεz : (−ιεx + εy) 7→ ι(−ιεx + εy) , Rιεz : (−ιεx + εy) 7→ −(−ιεx + εy) ;

rotations of r↓ boosts of r↓
Rεx : (1 + ιεz) 7→ ι(−ιεx + εy) , Rιεx : (1 + ιεz) 7→ −(−ιεx + εy) ;

Rεy : (1 + ιεz) 7→ (−ιεx + εy) , Rιεy : (1 + ιεz) 7→ ι(−ιεx + εy) ;

Rεz : (1 + ιεz) 7→ −ι(1 + ιεz) , Rιεz : (1 + ιεz) 7→ (1 + ιεz) .

B.2.2 Multiplication tables for spinor bases

(1 + ιεz)(1 + ιεz) = 2(1 + ιεz) (1− ιεz)(1 + ιεz) = 0

(1 + ιεz)(1− ιεz) = 0 (1− ιεz)(1− ιεz) = 2(1− ιεz)
(1 + ιεz)(ιεx + εy) = 0 (1− ιεz)(ιεx + εy) = 2(ιεx + εy)

(1 + ιεz)(ιεx − εy) = 2(ιεx − εy) (1− ιεz)(ιεx − εy) = 0
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(ιεx + εy)(1 + ιεz) = 2(ιεx + εy) (ιεx − εy)(1 + ιεz) = 0

(ιεx + εy)(1− ιεz) = 0 (ιεx − εy)(1− ιεz) = 2(ιεx − εy)

(ιεx + εy)(ιεx + εy) = 0 (ιεx − εy)(ιεx + εy) = 2(1 + ιεz)

(ιεx + εy)(ιεx − εy) = 2(1− ιεz) (ιεx − εy)(ιεx − εy) = 0

2(1 + ιεz) = (1 + ιεz)(1 + ιεz) = (ιεx − εy)(ιεx + εy)

2(1− ιεz) = (ιεx + εy)(ιεx − εy) = (1− ιεz)(1− ιεz)
2(ιεx + εy) = (ιεx + εy)(1 + ιεz) = (1− ιεz)(ιεx + εy)

2(ιεx − εy) = (1 + ιεz)(ιεx − εy) = (ιεx − εy)(1− ιεz)
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