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Abstract

Using the Density Matrix Renormalization Group (DMRG) one can simulate
spin systems without the computation time growing as 2V, making it feasible
to simulate large systems. In this paper, the impact of using the DMRG in
the Schrodinger picture and in the Heisenberg picture is investigated for three
different models, a spin—% XX chain, a spin—% XXZ chain and a Bose-Hubbard
model. Simulations in the Heisenberg model will turn out to perform better
only in the XX chain for certain operators. For all the other tested models, the
Schrodinger picture is to be preferred. We will also try to shed some light on
why the simulations in the Heisenberg picture fail so quickly.
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Chapter 1

Introduction

Simulating complex spin systems is challenging because the number of calcula-
tions grows exponentially with the size of the system. Systems of more than 40
spin—% particles cannot be simulated exactly even by the current supercomput-
ers. Directly diagonalizing the Hamiltonian would mean finding the eigenvalues
and eigenvectors of an sV x sV matrix, where N is the number of particles and
s is the number of possible spins a particle can have, i.e. 2 for a spin—% particle.
A Spil’l—% system consisting of 40 particles would already make a matrix with
240 % 240 = 1.2 x 10%* elements when disregarding any symmetries. However,
there are some approaches that give insight into larger systems. In our case, we
will use the Density Matrix Renormalization Group (DMRG), in which states
and operators are written as Matrix Product States (MPS) and Matrix Product
Operators (MPO) respectively. The idea is to write all of the coefficients in
some superposition as a product of matrices. One matrix will be used for every
site and possible spin value per site. Operators can be written in a similar fash-
ion. Applying an operator to a state will amount to multiplying the matrices
at every site. This multiplication will however increase the dimensions of the
resulting state by a factor d, which is the dimension of the MPO. This will cause
the state to grow exponentially when repeatedly applying operators, since after
applying and MPO T times, one will have a increase in dimensions of d”. The
approximation consists of performing a singular value decomposition (SVD) of
the matrices and dropping the lowest singular values. One is left with a state
consisting of smaller matrices that nonetheless closely resembles the original
state. The same holds for applying operators on other operators.

This method has been used by the group of Ulrich Schollwéck for studying
the time evolution of various initial states. Up until now this was done in the
Schrodinger picture. This thesis will explore the Heisenberg picture, which gen-
erally gives better results for single site operators, albeit at the price of a longer
computation time. To that end, three models will be studied: a 1-dimensional
spin—% XX chain, a 1-dimensional spin—% XXZ chain and a 1-dimensional Bose-
Hubbard model. The first model is chosen because an analytical solution exists
for the XX chain, which allows us to examine how accurate the simulations are
in both the Schrodinger and Heisenberg picture. This first model will turn out
to have the ‘disadvantage’ that the time evolving MPO will be an exact solution
in the Heisenberg picture, which means that the accuracy will not degrade due



to the aforementioned approximation. This is however a rare coincidence and to
study the behaviour in the Heisenberg picture properly, the second model was
chosen. Finally, the third model is chosen because the Heisenberg picture could
potentially make a big difference there, because the current simulations in the
Schrédinger picture fail quickly in Bose-Hubbard model. If the simulation in the
Heisenberg picture turns out to outperform the simulations in the Schrédinger
picture significantly, then that would give us a better tool to study such systems.

Why would one expect there to be a difference between calculating an ex-
pectation value in the Schrodinger picture and calculating the same value in the
Heisenberg picture? At first glance, simulating in the Heisenberg picture has
the disadvantage that more calculations have to be done and that one can only
study one operator at a time. The answer to that comes from entanglement.
When the initial state is an entangled state, then the algorithm that compresses
the MPS will throw away information about that entanglement. A single site
operator in the Heisenberg picture, however, starts out without knowledge of
entanglement in the state, since it is only a local operator and works on one
site only. Of course, during the time evolution ‘entanglement’ will be generated,
but the hope is that the compression algorithm for the MPO does not throw
away much information, potentially resulting in better results in the Heisenberg
picture. If the operator in question is a two-site operator, such as correlation
or current density, then the operator is entangled and the results in the Heisen-
berg picture could degrade significantly. It is therefore worth examining both
pictures quantitatively.



Chapter 2

Overview of the DMRG
and MPSs

The DMRG, albeit still without MPSs, was first presented by White [1, 2] in
1992 as an improvement to the numerical renormalization group procedure by
Wilson([3, 4]. Instead or renormalizing the Hamiltonian, he focused on renor-
malizing the reduced density matrices (hence the name) of subsystems of the
state, by keeping only the states that were the most probable to be used in
the final state. The DMRG has helped to deal with the complexities of many-
body problems. He demonstrated the use of the DMRG with simulations of
Heisenberg antiferromagnetic spin chains with S = % and S = 1, while being
able to use relatively few computational resources compared to methods like
Monte Carlo calculations and achieving a much greater accuracy on top of that.
This led to a massive adoption of the new method with the original article
by White currently being cited well over a thousand times. The DMRG was
quickly adopted and already the next year his method was successfully used to
show evidence of Bose condensation in the S = 1 antiferromagnetic chain in a
strong field[5]. Followed by insights in Mott insulators and superfluidity[6] and
even for the spin quantum Hall effect in unconventional superconductors[7], the
DMRG method has been very successful. Starting from 1995 the link between
the DMRG and MPSs was demonstrated[8, 9, 10], allowing for a more elegant
description. Since 2004 time evolution came under investigation using Trotter
steps[11, 12, 13]. The application of the DMRG in the Heisenberg picture only
came along in 2009, showing that it can sometimes be more efficient to do the
numerical simulations in the Heisenberg picture[14, 15, 16]. In fact, in some
models, certain local operators can even be simulated exactly in the Heisen-
berg picture[17]. A detailed description about the current state of affairs in the
DMRG can be found in the recent review article by Schollwock|[18].



Chapter 3

Mathematical framework

Here, we will outline the calculations and approximations that are required for
working with matrix product operators and matrix product states. Most of the
calculations are just matrix multiplications and reordering of indices, but even
so, they are required to translate physical states and operators into matrices.
For simplicity we will only discuss the case of the spin—% system, where the o;
stand for either spin up or down. In the case of the Bose-Hubbard model, one
simply uses occupation number instead of spin.

3.1 Matrix product notation

Normally one could write any state as an interpolation of all basis states. For
example if one were to pick |o1,09,...0n) as your basis, then any arbitrary
state could be written as:

> eolo) (3.1)

o
This sum would run over all the possible combinations for every o;, i.e. 2V
indices. This is not feasible for many particles, so we need an alternative way
of representing states. A state of a system consisting of IV sites can also be

represented by matrices as a Matrix Product State (MPS).

0) =pY Y AL AL LAL AT o) (3.2)

O Qi,...

The ag and ay are dummy index that can only be 1. The only reason it is
not just written as 1, is that it is aesthetically more pleasing. The whole state
is written as a sum of the basis states |o), which is a short hand notation for
|o1,09,03,...,0N). o; is simply the spin at spin site ¢. Compare this to the
usual way of writing an arbitrary state in its base components, > cy|o). The
coefficient, ¢, for each basis state can be obtained by multiplying the matrices
A% and the prefactor p.

Co = pATTAT2ATE AN (3.3)

Depending on the state in question, the MPS way of writing down the state
is far more efficient compared to keeping all of the c,-indices of all the basis



states in the superposition separately. As an example, let us look at a system
of three spin-3 sites. Suppose we want to describe a state % (| M) + 1 341).

This state can then be described by the following six matrices with p = ==

V2’
10 0
T — T2 — Ts —
Alv=(1 O)A—<00>A—(1)

o) = (34) (1)

There is no unique choice of matrices to describe a state. This is clear from the
above example; one could easily swap 1T with | in the above matrices and still
end up with the same state. Also the dimensions of the matrices are arbitrary
(up to some minimum of course), although one obviously strives to use the
smallest matrices possible to keep the number of calculations to a minimum.
When working with kets, one of course also needs bras. Simply taking the
complex conjugate of (3.2) results in the bra.

= p* Z Z (AUNT)aNaaNfl v (AUBT)asyaz (AUzT)amal (AUIT)alyao <0'| (35)

o ay,...

Completely analogous with the MPS, one can also construct a Matrix Product
Operator (MPO)[19]. An MPO for a system containing N sites can be written

as:
’
=q) ) /‘B,‘]’Jf; 51271223523’1)23...Bgfv\t?%Nb)(o”\ (3.6)

o,0’ by,.

Again the by and by are just a dummy indices, equal to 1.

3.2 Overlap

To do anything meaningful with MPOs and MPSs one needs to be able to cal-

culate overlaps <1/~J|1/J> Calculating the overlap is nothing more than multiplying
all the matrices from (3.2) and (3.5).

(W)

=P pZ Z Z (A7) a0 (A7) gy 0 (A7)0, 00 AT 0 AS2 0 AT o . (G or)
=P pZ Z Z (A7) ay.00 (A7) ey a0 (AT )ay 30 AT 0 AT2 1 AT

_p p Z Z Z AJ%T &Q(AJ2T)d2’a1 (Z(AGIT) AZ(IJ a1> Agf,azAgg ag """



= p p Z Z Z A”31L (AUZT)&%MME(LRalAal a2AZ;a3 te

G2,... A1,..
_ Aas _ (sz”r)- _ D go ACs
=p'p as,az a2,a1 a1 ay“*a1,az az,asz " **
03, 02,a1,a1

— ()
- p p Z Z Z AUST 37‘12M¢l2 a2Ag;a3 T
03,00 G250 A2,..

= pp M2, (3.7)

aN,aN
() _ oit (i-1) o
where we have introduced M, = ZU“ahaL(A Jaiai 1 Mz, la AT L4

Since ay and ay are dummy varlables the result is simply a scalar which
stands for the overlap between [¢) and |1/1>

3.3 Applying an MPO to an MPS

To calculate expectation values and matrix elements we have to be able to apply
an MPO to an MPS. If we write out O|t¢) using (3.2) and (3.6) we get:

Olp) =qp Z ZBZ;;?BZfb?--.AZ;,MA;?,@.--|cr><o-’|a”>

o,0',0" by,...a1,..

!’ 7
o1, ‘71 02,02 o1 oq
=qp E E g Bb0 by By bs e AgdarAdt gy . |O)

o,0' by,...
2 : 01,07 40} 02,00 Lol
= qu Z Bbo bllAarl),al E Bb1 bzzAaf,aQ N |O’>
o (bi1,a1),... o ol
— o1 0'2 103
pz Z Aao a a1,a2Ad2763 e |0-> (38)
o al,

In the last step we set p = ¢p, di+;n = (b;,a;) and AU‘ Ca = Do BUL“T: Aa; i
The resulting MPS is bigger than the original MPS, because the dimensions of
the matrices of the new MPS are the dimensions of the matrices of the MPO
multiplied by the dimensions of the matrices of the old MPS. Applying an MPO
to an MPS repeatedly, like one would do with time evolution, would blow up
the dimensions of matrices in the MPS. This exponential growth is the main
problem in time evolution in the DMRG. From this it is clear that some form

of approximation will be necessary. This will be discussed in section 3.7.

3.4 Multiplying MPOs

Multiplying two MPOs is basically the same as applying an MPO to an MPS.
The only difference is that there is an extra spin index.

O=0, 0, (3.9)



Using

~ !’ !’
Or=aq Z Z COTICTT OIS . o) (o] (3.10)
! c1y..
gy 7‘71 172',o§” ‘73 UZ;N " "
O = ¢ Z ZDM P DR o) (e (3.11)
o.// o./// dl

we will end up with

A ! 1 11 1"’
. o1,0% (72:92 ot o ol oh "o "
O=qq E g E Cooreit Ceres Dyt Dty o) (e ey ("
o,0' 0,0 Clyeer dy,...
o1 o oo ol pa—z - "
) 1 "2 1:%1 2°Y2
= q1q92 E E E CC(),Cl c1,Co "'Ddo,dl Ddl,dz |O'><O' |

o,0',0" c1,...dq,...

_ a1 ‘71 ‘717‘71 ‘727‘72 ‘727‘72 m

= 0192 E E § Ceco.c1 Ddo ds § Cerey Ddl,dz o) (e
o,0' (c1,d1),... ol o,

_ Bal’gl 0'2157;//30'330%” " 3.12

=4 bosbs Bbrbs Boaps -+ lo) (0] (3.12)

o,0' by,.

Just as in the previous section, we again set ¢ = qi¢2, biyjn = (¢j,d;) and

07“1 => f;“j’@ gziiidi in the last step. This increases the dimension
of the B matrices compared to the original C- and D-matrices, since ¢; and d;
run only from 1 to N, but b; runs from 1 to N2. Therefore, we will also need

to look at compressing MPOs in section 3.7.

3.5 Canonizing an MPS

For future uses, it would be convenient to normalize the constituent matrices of
an MPS, since this can simplify calculations. There are two norms we can use
for this.

e Left normalization:

> AT =1 (3.13)
e Right normalization:
Do A%ATT =1 (3.14)

Left-canonizing consists of left-normalizing all the matrices in the MPS. The
procedure for this is to regroup the indices and apply a QR decomposition. See
appendix B.1 for more details. The decomposition will split the matrix A in
QR, where @ is a unitary matrix and R is an upper triangular matrix with
entries only on and above the diagonal. The @ is reshaped in the form of the



original A, and R is multiplied into the next A.

o2 o3
p : : : : A 017‘10 70«1Aa1 G/QACLQ,CLS tet |U>

g ai,..

_pz Z ZQ(UM“U) ri B0 A 0y A ag -+ |O)
g ag,..

_pz Z ZQ"’O:TI 1,01 al,az) Agg’% o)
o ai,...

_pz Z Z rour r1,a2 gg,ag o) (3.15)
g az,..

where C72,, Zal Ryy 0y A2 ,,- In the second line we silently renamed the

dummy index ag into the dummy index rg. By repeating this process from
A%t to A°N-1) one can left-normalize all the matrices in the MPS. The left-
normalizing of the last step requires some special attention, since there is no
subsequent matrix in which to multiply the R. However, in the last step the
dimensions of R are 1 x 1, which means it is only a scalar. This scalar can be
multiplied into the prefactor p.

Y)=pY Y L QINTE O o)

o ri...

= pz Z e gJ]\\J]:21,7“z\771C((17N7TN71),11N |U>

o T1...

— ON-—-1
- pz Z C TN 2, TN Q(UNvTNfl),TNRTN,aN o)

o T1...

=PD Y QI QY o) (3.16)

o T1...

In the last step, we set the prefactor p=p- R, oy From (3.7), it is clear that
this prefactor is 1 for a normalized state, since it has to obey (¢[¢)) = 1 and
due to the left normalization from (3.13), all the M-matrices in (3.7) are only
identity matrices.

Right canonizing an MPS works in a similar fashion. Instead of using the

QR decomposition we will use the LQ decomposition, which splits any matrix
into a lower triangular matrix L and a unitary matrix Q. Also, the matrices in

10



the MPS have to be processed from last until first.

ON-—-2 ON-—1 ON | >
V=P D AR e AT e AT el

AN -1

ON-—-2 ON-—1
7pz Z AGN 3,aN — 2AaN 2,aN — 1AaN717(0'N;aN)|U>

AN -1

oON-2 oN-—1
_pz Z Z AaN 3,4N— 2AaN 2,aN — 1LGN—175N—1 X

caN—1£4N_1
QKN 17(UN7(1N)|0->
ON-2 ON-—1
pz Z Z ACLN 3,AN -2 (AaN 2,0N — 1LGN71>5N—1) X
waN—-1€6N_1

QKN 1,(0'N7¢1N)|0->

plODIDUEDDEIE A B A i QN ey (317)

caN—2 N _1

Repeating this process from AN to A?' results in an MPO containing only
right-normalized matrices. In the final step we are once again left with a scalar,
Ly 1, which can be absorbed into the prefactor p.

3.6 Canonizing an MPO

By using the same procedure as for the canonizing of the MPS, the MPO can
also be canonized. First one needs to define a new norm, since there is an extra
spin index involved.

e Left normalization:

Z BUi,U;TBUi»UQ =1 (318)
e Right normalization:
Z B0 goioit _ 1 (3.19)

The canonizing can be done by reshaping B, 117’01 to B(s,,07,1),6; and, as before,
performing a QR decomposition on this.

A ’ !’
_ 02,09 103,03 /
0O=g¢q E : E :B(al,ai,bo),blel,bg Bbg,b3 o) (o]

o,0' by,...

=12, 2.2 Qi Reo o BUEBL o) o

o,0' by,...

! 7
3 ZQf&Jﬁ’f (Revn B3 ) Bt - loe|

o,0' by,.

=q) Z Z QR CT B . o) (o] (3.20)

o,0’ ba,.

This results in a new MPO with 0012,02 > op, By 02’;22. Also note that
we renamed by into 1o, which is allowed since both are dummy indices anyway.

11



This process can be iterated so that the end MPO contains only left-normalized

2% . matrices. The last step needs a bit of special treatment as before.

Si—1,54
A o o !
0= QTR T o) e
=q e Wrnoern—1 Yy by

o,0! s1...

’
ON_1,0N_
=4 Z Z T QTN*Z’”{’vfllC(UNvUﬁvJ'Nfl),bN|U><U/|
o S1

7
=3 > QNI Qonalyirn -1y Rren by ) (0]
o,o0’'T1...
4 ’
=Gy UNQIN TN e e (3.21)

o0/ T1...

where § = q¢- R, v, is simply a scalar, since ry and by are both dummy indices.

For right-canonizing the same principle applies as for left-canonizing, but
instead of starting on the first matrix, we now start on the last matrix, ng_’?iN,

keeping all the L’s from the LQ decomposition.

’ /7 ’
A ON-2,0N_2 pON-1,0N_1 ON,0 N ,
O=q Z Z o 'BbN—z,bez Bbez,bel BbN,l,bN|o'><o- |
o,0’ ...,bn_1
’ !
_ ON—-2,0pN_2o ON—-1,0N_1 /
=49 Z Z T BbN—37bN—2 BbN_g,bN_1 BbN—lv(UN,UE\,,bN)|0'><U |
o0 ...,bN-1
’ !
_ ON-2,0N_2 RON-1,0N_1
=4 Z Z Z "'BbN737bN72 Bbwfz,bel Loy vy X%
O’,O” ---1bN—1 eN—l
’
QZN—17(UNgU§V,bN)|U> <U ‘
’ ’
_ ON—-2,0N_2 ON—-1,0N_1
=4 Z Z Z T BbN—g,bz\pQ (Bbez,bN,l LbN—1,5N71) X
o0’ ....bn_1flN-1
/
Qin_1.(on.olybm)lo) (0]
’ 7 /
_ ON—-2,0N_2o ON—-1,0N_1 _i. ON,ON ’
=4q Z Z Z ”'BbN—vaN—Q CbN—z,lN_l (V )ZN_lbe|0'><0' | (3-22)
0,0’ .. bn_2fN-1

Repeating this process results in an MPO containing only right normalized
matrices. In the final step the remaining scalar is again absorbed into the

prefactor ¢ = q - Upy oy -

3.7 Compression

To speed up calculations involving MPOs and MPSs, it is crucial to try to make
the constituent matrices of the MPOs or MPSs smaller. This is in fact the very
essence of the DMRG: discarding the states that matter least. In order to reduce
the size of the matrices, we need some sort of compression algorithm. We can
further enhance that algorithm by trying to minimize the ‘distance’ between the
original MPS/MPO and the new compressed one.

12



3.7.1 Singular value compression

The first choice would be to look at the canonization process in section 3.5
and section 3.6. If instead of a QR/LQ decomposition one were to employ a
Singular Value Decomposition (SVD), one obtains a tool to decrease the size
of the matrices in an MPO/MPS, as we will see. An SVD splits any matrix
into two unitary matrices and a diagonal matrix, A = USV, where S is the
diagonal matrix containing the singular values of A. See B.2 for more details.
For example, the left canonization of an MPS, as was done in (3.15), looks
similar using an SVD.

=120 2 A A A e, o)

o ai,.

_pZ Z Z U(01,80)781 ‘51791( )91,CL1Agf,a2Agg,a3 T |U>

o ai,.

=p>_ 2. ZUé’Jsl Sorst (Vo100 AT 0,) AT 4y - l0)

o ay,...

=p) Z Z UG 6. 0 AT as -+ o) (3.23)

o az,..

This time C72,, stands for »_, Sy, 5, (V Ns1 a1 AG2 4, and ag is renamed to so.
The right canonizing procedure can be adjusted in the same way by using SVD

instead of LQ decomposition, shown this time for an MPO:

~ ’
O=q3) Z Blay at o) BYe BYEw? o) (o]

o,0’ by,..

’ !
=q Z Z Z U(01701,80)751591791 (V )917b1B1(77127717022Bl<7723,71723 s ‘U> <0J|
o,0’ by,.
’ ’
0 S (S Ve B B
o,0’ by,...

=a) Z Z UL CT BT . o) (o] (3.24)

o,0’ ba,.

The basis for the compression lies in the singular values in the matrix S. These
singular values represent the importance of the associated columns and rows
in U and VT respectively. (There is a deeper connection, since in the case
of MPSs, the singular values are equal to the squares of the eigenvalues of
the reduced density matrices[10]). Discarding the lowest singular values and
associated rows and columns for every matrix in an MPS will therefore result
in a good approximation to the original MPO/S. That is, in (3.23) and (3.24),
the sum Zsl runs only over the d largest singular values with d being the
desired maximum dimension of the matrices, i.e. bond dimension. After the
compression, all of the matrices in the now left/right canonized MPO/MPS will
have a dimension of at most d x d. It will turn out that this compression works
remarkably well, even when only retaining a small number of singular values.
Discarding some singular values effects the norm of an MPS, but this is easily
corrected for by renormalizing.

13



3.7.2 Iterative compression of an MPS

To further improve the compression, one can try to minimize the ‘distance’
between an MPS, [¢), and some reduced MPS, |¢), to get the reduced MPS
as ‘close’ to the original MPS as possible. For that we will need a measure of
distance. The most obvious choice for MPSs is:

_ 2
ey = 193] (3:25)
This needs to be minimized with respect to all the matrices in the MPS and their
conjugates. This would lead to a huge system of linear equations. Even though

that would be solvable it is easier to use a more efficient iterative method.

Iterative compression using one matrix

Instead of calculating the minimum by taking the derivative with respect to all
of the elements, we set all of the matrices to be fixed except for some A,";;n and
take the derivative of (3.25) with respect to flil;& Setting the latter to zero, one
can solve for flfnn Doing this one by one for all the matrices in the MPS allows
us to approximate the optimally compressed MPS. By repeating this process,
one should be able to further minimize the distance to the optimally compressed

MPS. Calculating the derivative:

s I -1 =
- a;ég;n (el = @l + (@ld) - @l) ) =0
+ g (610 - i) =0 (3.26)

In the last step, the two terms (¢[+)) and (1/)|1E> were dropped, since they do not
contain any A%'» . Continuing from (3.26) and using the second step in (3.7):

S Y (At Aret) (At ) x

o\o an,m m,1
dov L Ame g e | gox — (3.27)
~% Aont ANoit1t Aoi—1t Aot
; pga: (A LA )aw (A A >m,1 x (3.28)
A% AT AT AT 49N = (3.29)

Even though it is possible to solve this equation to obtain A%, it looks quite
hideous. This expression simplifies dramatically if W?) is right-canonized from
i+1 to N and left-canonized from 1 to ¢ — 1. In addition, the iterative approach
will be numerically more stable. To show this, we calculate the first term in
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(3.26).

AN * A102%  fo1%
p E E A&N,&N,1 s A?lQ,fllA&h&O X

O a1,...,GN-1

o o
Z 1G1Aaf,a2' Aaﬁ; 1,aN
ai,.., AN -1
Y Y A A x
aN,aN—1 """ 7 ai41,n
o\o; G1se5Qi—2,0it150,AN—1
a1,..,aN—1

ATi—1% o1 o1 o2 oi—1
Am ,ai—2 " Aal aoAao alAal,U«Q : Am 2ai1 X

Gi oit1 oN ( )
Aaz 11a7Aai7ai+1 : AﬂN 1,aN 3.30

In the last step flgifaFI has disappeared due to the derivative. This equation

can be simplified, because we know that \7]1) is left-canonized from 1 to i — 1.
Looking at the sum over o7 in the above equation, one can simplify due to A%*
being left-normalized, using (3.13) and noting that ag = ap = 1.

AT AT = e (3.31)

o1

Looking at the next sum over o5 shows another simplification due to A72 being
left-normalized.

SN AT Gara A, =YY AT AT =iy 0 (3.32)

o2 ai,d1 g2 a1

This can be continued until 0,1 and one is left with simply s, , 4, ,. One can

use the right canonization in a similar fashion. Since AV is right-normalized,
one can simplify the sum over oy using (3.5).

AoN* oN oN ON* 5 ( )
ZA&N,dN 1AaN 1,aN ZAGN 1,aNAdN,&N,1 _6‘1N717GN—1 3.33

ON ON

Repeatedly applying this for all of the right-normalized matrices leaves one with
only 6z,,q,. Therefore (3.30) reduces to:

Z 5m7ai 1Agz 1,05 na, |p\ A (3.34)

Qq,Qq—1

Now the complicated expression of (3.30) has been simplified to one simple
matrix, which is exactly the matrix we were looking for, so the solution of
(3.26) is simply:

g 1 0

ag

AT 3.35
i = g ) (3.35)
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This can be written out explicitly:

AoN* Aoox  fo1x
Am Py, Y ARG AR AL X
\I nim

O a1,..,GN-1

g2 ON
z : Aao ai Aal az * AaN 1,aN
ai,..;AN -1

p AoN* ATit1%x
2 : 2 : A&N>&N71 ce Aai+17n X

a—\al A1,y @i—2,074 150, AN 1
ai,..;AN -1

A AT AT AR AT AT

A . X
m,a;—2 ai,ap” "Qp,a1”"a1,a2 Aj—2,0;—1""Qi—1,0;
Tit1 AN

Qi,Q541 ° aAN-—-1,aN

bS]

Z Aci—t (...ZAU” (ZAMT %

Ai—1,04 Oi—1

A>A)A> < AT x
m,ai—1

S an, (Ao Are)

Oit15--30N

S Ao <...ZA02T (ZAJIT x

Ai—1,0; Oi—1 g2 o1

A>A)A> < AT x
m,ai—1

S A ( LS AN Aont > et (3.36)

Tit+1

an,m

el

ag;,n

In the last step, all the summations over the spins have been grouped in a similar
fashion as for the overlap in section 3.2.

Iterative compression using two matrices

One can also perform iterative compression with two matrices simultaneously,
which has the advantage of being a little more crude and therefore has the
potential to get out of possible local minima. It works basically the same as
with one matrix, but instead of differentiating with respect to the composite

matrix (A"H”A(’”) . This time we still need A% to A%-1 to be left-

canonized, but only A%+2 to A7~ need to be right-canonized. This then leaves
us with an expression similar to (3.35).

i6: 7611 _ b 0 -
(Aedre) = o (ot o] (Pl) (3.37)

n,m
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This can be worked out in a similar fashion as (3.36), but now leaving two
matrices in the middle.

Ly ZAw—w(...ZAoﬂ(ZAm x

A5 —1,04,0i41 Oi—1 o2 g1

o1 o2 oi_1 o Tit1
A )A ) A% > X Aaf 1,a1Aaf:ai+1 X
m,a;—1

T s ( L3 A Aot ) Jont (3.39)

Tit2 oON aim
Since this will give us the product of two matrices, we still need to unravel it to
give us the two separate matrices. We can obtain those by reshaping, performing
an SVD, multiplying the square root of the singular values into both matrices
and finally reshaping back.

(A@A&i“) _ (A[i]A[i-&-l])

= (USVT)(c?iym),(ffz‘ﬂvn)
- Vs f :
; (vv5) (Vsvh) (3.39)

e,(&i+1,n)
This way, we obtain the new A-matrices, Am ¢ = (U\/g) and Am+1 =

(65,m),¢
(\/EVT)Z P One could also choose not to factor the matrix S in v.SvV/S,
Ti+1,1
but instead to multiply the entire matrix S in either A% m.e OF Aal“. The ad-
vantage of that is that the other matrix is immediately rlght— or left canonized
respectively.

m,n (6:,m),(Git1,m)

(5’1‘ ,m) ,f

3.7.3 Iterative compression of an MPO

The formal way of finding the best compression is to minimize the distance be-

tween the original operator, O, and a compressed operator, 0. Following the
example of the states, we now seek to minimize the distance between opera-
tors. Of course, we need some way of specifying what the distance is between
operators. One way this can be done is by rewriting the operator as a ‘state’
(compare to (3.6)), since this will allow us to follow the same procedure as for
MPSs in section 3.7.2.

Z Z Bl‘jol’b"ll 1‘7’1{’1)‘;23,‘]’23)’,7"33 ey e e’ (3.40)
o,0’ by,..

After writing the operator in this form, we can calculate the distance between
the ‘states’, which is effectively just the sum of the squares of the difference of
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every matrix element.

i) -10)]] (3.41)
~(t01-101) (10) - 10)) (3.42)
=(0[0) - (010} - (0|0} +(0|0) (3.43)

This norm is in effect the same as the Frobenius norm for matrices, since it is

equal to the quadratic sum of all matrix elements of the operator 0 -0.

Iterative compression using one matrix

To find the minimum of (3.43) we can take the derivative of it with respect

’
0'“0' *

to every matrix element B and Bg“‘7 b and set this to zero. As before,
instead of doing this for every matrlx element at the same time, we do this
iteratively by starting with a proposed compressed state and then minimizing
only with respect to one B"“‘T Since we will only be taking the derivative of

(3.43) with respect to B “U ", only the terms with (O| are needed.

9 -~ .
—— (1010) - <0|0>) -
aBbu})'L 1
= (Breent L prectat) - (Brerial | preit) x
; ( bw,b bi—1,bo
Bt Bl S (Bovent . preeeial) x
; bn,b
(Boretnt. Brett) gl g = (3.44)
bi—1,bo

This expression again simplifies dramatically if |O> is right-canonized from i+ 1
to N and left-canonized from 1 to ¢ — 1. First note that:
0 =3 Z BONON* | BOROsF RO RO g 0 (o (3.45)

bn,bN -1 b3,b2 ba,b1 b1,bo
o, 0' b11

Then calculate the first term in (3.44).
D) -
——(0|0)
aBUi,oi*
bi, 57 1
P ’ ~ ’ ~ ’
— RBINON*  RI2I2X QOLOK
UZ,U* Z Z bN,bN71 bg,bl bl,b[)
bL bi1 O by, by
- /
01701 02,02 ON,ON
Z Bbo,bl Bbl’bz T Bbel,bN
b1,...,bnN—1
~ ’
_ E’ E E BININT %
) i ~ _ ~ _ bn,bn—1
0'1»--4703—170'§+1»-~7U{\7 b1yeesbi2,biq 1, b1 bi,....,bnN—1
1550415944159 N

SOi+1,01 1% 50i—1,0;_1% 501,01% 501,07
L L .Bo b b X
bit1,bi bi—1,bi—2 b1,bo 0,01
~ ! ~ /7
g2,0. ON,O
B 2...B N 4
b1,b2 bn-1,bn (3 6)
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Using the fact that the matrices are left/right-normalized, we can use (3.18),
(3.19) to simplify this equation, just as we used the normalization to simplify
(3.30). Remember that by, by, by and by are all dummy indices equal to one.
This allows us to use

01701 01701 S
Z Bb1 bo bo,bl 5b1,b1 (3.47)
0'1,01
and
JN,JN* crN,aN JN7JN UN»UN* S
Z BbN7bN L ObNo1by T z: BbN 1vbN bn,bv—1 5171\’*1’1’1\’*1 - (348)
U'N,O'N U'N,O'N

By using this canonization, (3.46) can be reduced to

6 g; U
e O|O Z 51 17b7, 1 b’L)bB7 17

50,0 %
8351'757;71 biz1,bi
~ ’
_ R0
=By (3.49)

Putting this result back in (3.44) results in:

50,0 0 ~
B = ————(0]0) (3.50)
bi—1,b; aBUi,Ui*
bi,bi—1
PONOTNT poit10s. .t
= E BONONT [ BP9l X
01,4904 —1,0i+41,---,0N bn,bi
ST AN P
(Bt Bett) gl gk (3.51)
bi—1,bo

Note that the expression Bo191 . BONON keeps the Bei%i explicitly. That is,
it’s not being summed over. It’s more efficient to split out the summations,
grouping the sums over a specific 0; as was done with calculating the overlap
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between two MPSs.

~ ’
o',i,U,i

bi—1,b;
Z Z Baiflcr;_ﬁr Z Bdﬂféf Z BUIU/HL X

. . ’ ’ !
bi—1,bi \oi—1,0;_, 02,04 01,0

’
Bglﬂi>3f’2”é ...)B”i—1”5—1> x B, X
bi—1,bi—1 7

> (BrectaL gy x

bi,b

Titl1y-,0N »HON
7 !’

Oit1r0N

bn,bi

_ Z Z Boi-ioiat [ Z Bo20at Z poiort

! ’ ’
bi—1,bi \oi_1,0;_, 02,05 01,0

010'/ 020'/ 0',-,10/- Jz‘U,{
BO1%1 | B2% | B7i-1%i-1 x By x
bio1,bi 1 B

> Bomia | LY BIVN x

! ’
Oit1,0;41 ON,ON

BoNvont ')Bgi+1‘7£+1T> (3.52)

bi,bit1
Iterative compression using two matrices

For an MPO it again works the same as with one matrix, but instead, we
differentiate with respect to the composite matrix (B"k“"ﬁlfé"k”;ﬁf) . This
n,m

time we still need Bo191 to B7i-1%i-1 to be left-canonized, but only Boi+2%42

to B?N?N needs to be right-canonized. This then leaves us with an expression
similar to (3.35).

566, 35i415, 1 9 )
(Brriprntin) = O (0]0) (3.53)
mn a0 (Bt gt

n,m

This can be worked out in a similar fashion to (3.36), but now leaving two
matrices in the middle.

L9y Y et (LY Bt (Y gt

bi—1,bibiv1 \oi—10)_, 20} o107}

biybit

’ ’ ’ 5.5 515
Bo191 | B72%2 .| B % x Byt Byl x
X bi—1,b;
m,0;—1

Y poeerte (LY poschpoaedt | preaciat (3.54)

’ /
0;420 ONO
i+20;42 N bi,n
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Since this will give us the product of two matrices, we still need to unravel it to
give us the two seperate matrices. We can obtain those by reshaping, performing
an SVD, multiplying the square root of the singular values into both matrices
and finally reshaping back.

_ (Bmgwu)
= (USVT)(&i,&g,m),(5i+1,52+17")
= %: (U\/E) T (x/EVT) (3.55)

4,(6i+1,67,1.m)

(B‘}i&éB&Hl&;H)

m,n (64,65,m),(Gi+1,57,1,m)

This way, we obtain the new B-matrices, Bfnf P = (U \/§> and Ezi';la"“ =

(vsv1)

(6i,6;,m),L

£,(8i41,6741:m)

3.8 Other distance measures

One could possibly use other more ‘proper’ distance measures for the matrix,
such as trace distance or fidelity. However, these have the disadvantage that
they do not have such simple expressions as the currently used distance measure.
As an example, let us look at trace distance.

16 — 0] = T/ (6 = 0) (6 = O)

— (/616 — 610 — 016 + 010
J&é&omé+@éa> (3.56)

= E <C
o
0k7a;c*

There is no easy way to take the derivative of this with respect to some By, m
as in (3.44), because of the square root. Other distance measures suffer from
the same problem.

3.9 Matrix element

Calculating a matrix element can be done by using the overlap calculation in
conjunction with the section about applying an MPO.

(B101¥) = (5] (Ol)) (3.57)

While this works well when either MPOs or MPSs has a small bond dimension,
it breaks down when the bond dimension for both the MPO and the MPS are
large. This is due to the fact that the bond dimension of O|w> grows as the
product of the bond dimension of O and |¢)). The amount of memory required
to store this, is then extremely large and impractical. A better solution is to
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calculate (¥|O]t) directly:

@I01) = pap " (A7) . (A7) (o
Boie | BINN o) (0| AT AN o)

17 11t
o o

1 T e T / ’ ’ ’
=pap )y (A"N) ...(A"l) B9 BONIN AL AN

=pqp Z Z (AUNT)&NV&N_l (AUIT)al,ao .

o0 1.

’
B, UNUN A
bo,b1 ** bN 1, bN @0,01 * aN LN

> z(A”NT)GNW---(A“”)a?,al :

o\oy ai.
’ ’
o’'\o}

/7
Z B2 UNUN E A X
by,ba " bN 1,bn a1,8z2 - - aN LAN

Joit o107 401
Z (A )&1 o B, blAaO’al

’
01,07

(3.58)

In the last step everything related to site 1 has been separated out and can be

calculated and replaced by the tensor Mrgl)bl,al

ST z(A“N*)&NW~-(A””)az,al :

0'\0'1 ai...
o’'\o}
Bazg; O'NG'N A M(l)
by,ba * bN 1,bN 1,42 -+ aN LANTay,bysan

=pgp Z Z(AUNT)GN vt "(AGBT)@,&Q x

o\o1,02 G2..
o’'\o1,0%

’
0303 UNUN
E :Bb21b3 o bN 1,bN ZAa2’a3 a aN vay X
bs...

(1) Aoat 0205 404
§ MG L (A o By 12 At as
2,01

’
02,0,
a1,b1,a1

=pap Y, Z(AUNT)ELNﬁN_l“'(Am)a:,,@ %

0-\0-1,0'2 as...
o'\o1,05

’
o307} O’NUN (2)
E Bbz,b3 .. bN LbN E AaQ,ag .. aN 1,aNM&2,b2,a2

Doing this for all the sites, one eventually ends up with a scalar:

~ A - N
WIO) = pap MY,
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with

MW _ (i-1) Aoit UL‘T i
ai,bz;az - Z M&iflxbi—lxai—l (A )Tli,fli—l bi—1,b Aal 1, - (3'61)

’
03,0,
Gi—1,bi—1,a;—1

Since Lapack++ does not work well with tensors, we need matrices:

(1) _ AoiT (i—1) o0 ol
M&i’bisai - Z (A )d Gi1 M&i—l1(bi—17(171—1)Bbi71abiAa"’_1’ai (3.62)
(77‘/,(77{ 2yWr—
ai—1,bi—1,ai—1
i oo ol
- Z P;l:,(bi_1,ai_l)Bbi,l,biAai—l,ai (3.63)
o’i,0'£

Gi—1,bi—1

= Z Z P((:lli Qi — 1 bi— 1B;ii71i,bi AZZ—LM (364)
o} oibi—1
a; 1

- Z Q((Tgi,ai—l)’biAgZ*h“i (3.65)
i

- Z Q((Téi,bi)’ai71AgZ*1’ai (3.66)
i

_ @

=M@, 5.0, (3.67)

Since every M is calculated per site, far less memory is needed compared
to calculating (3.57) directly, because the complete MPS O|v), which contains
N x d2 X d|2w> x dim(o) elements does not need to be stored. Instead we only

need the intermediate matrix M®, which only has a size of dgy x dl2 e Here

dg stands for the bond dimension of the MPO O and d|y stands for the bond
dimension of [)).
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Chapter 4

Physical operators

The MPOs as defined in chapter 3 need to be made explicit for us to be able to
perform simulations. To do so, the Hamiltonian of the system under investiga-
tion is needed, since this determines the time evolution, amongst other things.
In the case of a spin—% XX chain, the Hamiltonian is well known:

i = ‘%Z (5870 + 575457 (4.1)

(2
Another Hamiltonian we will make use of is the spin—% XXZ chain.

i _g S (880 + 55480 ) + . > 5i 55 (4.2)

And finally the one for the Bose-Hubbard model.

= =37 (Bbig +,01) - %zn (=1 =uYh (43)

4.1 Single site operator

Many of the operators that are going to be used are operators that work only
on a single site, O;. These operators are easily written in the form of an MPO.

0;=191®...190;®1...01 (4.4)
Where O; (without the hat) stands for the local operator working in the Hilbert-
space of a single site. All the 1947 can be written as 00,00~ and the dimension
of every matrix is just 1 x 1.

(4.5)

p=1
B =0 ]
B =11] fori # j (4.7)

The local operators we will use for the XX(Z)-chains are:

’ 7
. . . . . 05,0 03,05
e S = 1o., with o, being the Pauli matrix. This means B}’ = 5.” "’
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e ST raises the spin, which is written as an MPO matrix as B]}"/ =
90,1007 1

e S~ lowers the spin, which is written as an MPO matrix as B;jl’aj =
90,4007 1+

For the Bose-Hubbard model we are only interested in the expectation value of
the number operator:

’
~ . . 04,0
e 7; counts the number of bosons at site j. B 7 = 0,05, o -
) 19

Note that in the case of the Bose-Hubbard model, o; does not stand for the spin
at site 7, but rather for the number of bosons at site 1.

4.2 Total magnetization MPO
We are going to need (4.4) with S*, but now added up for every site:
M=hSi0101®...01+10hS;®101®...01+...+10...0 10hS% (4.8)

The following B-matrices will accomplish just that:

g=nh (4.9)
B =18 1] (4.10)
w4 )
pvi—| ! (4.12)
5% '
Indeed, we see that:
BMBP BNl =h> "8 =M (4.13)

4.3 Energy

The energy for the XX chain can be obtained by applying the Hamiltonian,
which has to be written as an MPO. Converting the Hamiltonian from (4.1)
into an MPO is similar to the procedure for the total magnetization MPO. The
—Z can be put in the ¢ again. The operators themselves are more difficult this
time though, since we now have a sum of operators that work on two sites. Call
one such two-site operator BZ

hi =SS5, + S8 (4.14)

i
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This can still easily be written in MPO form:

g=1 (4.15)

Bl =[1] (4.16)
Bl =] &+ § ] (4.17)
Bli+1] _ { g; } (4.18)
BN =[1] (4.19)

Adding iLl and iLQ will require us to en}arge the matrices, since B of iAzl + iLQ
needsAto contgin the 1 from the B of hy. We can accommodate both the BZls
from hy and hy by writing it as:

BE ¢
1
2]
0 B

2

(4.20)

Supplementing B!l and BBl appropriately, the sum of ; and hs can be written
as an MPO:

qg=1 (4.21)
B =146t 5§ 1] (4.22)
(S~ 0 0
B =8t 0 o0 (4.23)
. 0 St §-
1
BBl = | §- (4.24)
S+
Bl =]1] (4.25)
When we add 337 we can leave B unchanged, since it already contains a
1. This means we can leave the row dimension of B2 . . unchanged. We
hi+ho+hs
still need to expand the column dimension though, since B}Lf] contains a 1 that
3
B}[?]H:L does not. BBl needs to be adjusted too and for that we can use the
1 2
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same tactic as in (4.20). We are then left with the MPO form of hy 4 hy + hs.

g=1 (4.26
BM =8t 5§ 1] (4.27)
(S~ 0 0 0
Bl =18+ 0 o0 o0 (4.28)
L 0 St S 1
1 0 0
, S~ 0 0
B _ | ©
B & 0 o (4.29)
L 0 St §-
1
B = | §- (4.30)
S+
Bl =11] (4.31)

We can keep repeating this process and we will eventually end up with the same
Bl for i ¢ {1,2,N —1,N}.

1 0 0 0
; S0 0 0

Bl = S 0 o0 o (4.32)
0 St S5 1

We can actually write B2l and BIV=1 in this form too, if we add a 0 to B!!
and BV, Finally, we can write the full Hamiltonian in a neat compact form.

J
Bll=[0 8§t § 1] (4.34)
10 0 0
» S~ 0 0 0
b= | =2
B “ 0 o0 0 (4.35)
L 0 St S 1
1
51_
B — 5+ (4.36)
L 0

Note that this choice of matrices is not unique. For example, one could swap
all of the S~ and S* or the ones and zeros on the first rows/columns and end
up with the exact same Hamiltonian.

The energy for the XXZ chain becomes a bit more complicated, since this
also involves the S* operator, but following the same steps as before, this Hamil-
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tonian can also be written in MPO form:

g=1 (4.37)
B =[0 -4$* 45 1.8 1] (4.38)

Bl = | gt

- oo oo
~—~
=
w
>
S~—

B = | &+ (4.40)

4.4 Time evolution using Suzuki-Trotter decom-
position

The time evolution operator evolves a state or operator from time ty to time .
If the Hamiltonian does not depend on time, then the operator has the following
simple form:

U(t) = exp (-21%) (4.41)

In our case we will time-evolve a spin chain of length N and we will assume
only interactions between nearest neighbours. In this case, we can write the
Hamiltonian as a sum of local interaction Hamiltonians

. N—-1
U(t) = exp <_;i Z izﬂf) , (4.42)

where h; is the local operator that stands for the interaction between site i and
site ¢ + 1. This needs to be converted into an MPO, but to keep the number of
dimensions low, we ideally would want to split the time evolution operator into
a product of operators that work only on two sites. However, we cannot just
write the exponential of a sum as a product of exponentials because hy generally
does not commute with fALiil. We can group all of the local operators that do
commute together, splitting the sum into an even and an odd part:

(N-1)/2

Hp= > hy (4.43)
i=1

(N-1)/2
Ho = Z hai—1 (4.44)
i=1

We want to see what the error would be, if we would simply treat Hp and Hp
as commuting. To find that out, we can simply look at the Taylor expansion of
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exp (At + ét) and exp (/it) exp (Et)
N . N . 1 /. \2
exp (AH—Bt) =1+ (At+Bt) +3 (At+Bt> +...
R . 1. 1. 1.4
=1+ At + Bt + 5A?tQ + 532152 + 5ABt2

+ %BA{" +... (4.45)

N N 1. A 1.
exp (A)exp (Bt) (1+At+2A2t2—|—...> <1+Bt+232t2+...)
. 1. " PR 1.
:1+Bt+§B2t2+At+ABt2+§A2t2+... (4.46)

Subtracting these two expressions gives us the error we would make by assuming
A and B commute.

exp (At + Bt) — exp (At) exp (Bt) = % (BA-4B)r +

Using small time steps At in the expression above and plugging in the even and
odd part of the Hamiltonian, allows us to approximate U(At).

U(At) = exp (—;f[EAt + I:IoAt>

= exp (—;ISIEAt> exp (-2%&) +O(AL?) (4.47)

This is called a first order Trotter step. By applying these steps T' times, one can
simulate for an arbitrary time ¢t = T' At, resulting in a total accuracy of O(At),

since T' o< 1/At. We can now proceed to build MPOs out of exp (f%ﬁEAt) and

exp (—%ﬁo At) separately. These both consist of a product of local operators,

U, = exp(—%ﬁit), that only work on two sites. Since all of these local operators
work on different Hilbert spaces, it suffices to look at just one local operator, as
all of the others will be the same!. As the Hilbert space one can use |0;0;11),
where o; stands for the possible spin orientations on site ¢. This local operator
will still need to be transformed into an MPO where every matrix works on just
one site. Reordering the indices for (o;0;11|U;|ol0) +1) and performing an SVD
on this allows us to do just that.

(050i+1|Uil0i0741) = Ul 00 (0151,00,1)

ZUm,o N, kSk )k7(0i+17‘7§+1) (448)
k

The singular values Sy, can be multiplied into the U and VT resulting in the new
matrices L and R.

inai = ﬁ(ai,o‘;),k Sk (449)

qu+1g7+1 p— \/S;k (VT)k:(

> ‘7i+1agg+1)

(4.50)

1Except possibly at the boundaries in some special cases, but at least not in the ones
treated in this thesis. Even then, it is only a boundary effect and as such can be neglected
most of the times anyway.
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Simply adding a dummy index, 1, gives a proper element for an MPO.

Oi= Y LT R (4.51)
k

Since this applies for all of the independent Hilbert spaces that the local operator
worked on, one can write the even part of the Trotter step in MPO form as

exp (21@&) = 7 TILINRRINSLITARTIT L0 L (452)
and one can do the same for the odd part.
exp <—;ﬁoAt> = L7101 R72:72 [73:75 RO01 [75:95 R76:%6 (4.53)

The full Trotter step can then be obtained by multiplying these two MPOs using
the method from section 3.4.

The accuracy can be improved by using second order Trotter steps instead
of first order Trotter steps:

U(At) = exp <QZhﬁEAt) exp <;ifIOAt> exp (QZhﬁEAt> + O(At?)
(4.54)
The O(At?) arises from the fact that eAtB — e4/2¢BeA/2 only has terms of
at least third order in At when one performs a Taylor expansion on it and
substitutes A by f%I:IEAt and B by f%fIOAt. The total accuracy will be
O(At?), since one needs to perform T time steps and T o 1/At.
Another possibility is to use Forest-Ruth[20]:

U’(At) =exp <ZefIEAt> exp <zh9ﬁoAt> exp (Z(l —9) ﬁEAt> X

2% 2h
exp —MﬁoAt exp —2(1 - H)gEAt X (4.55)
h 2h
i0 i0 - 5
exp —EHoAt exp —ﬁHEAt + O(At?) (4.56)

The 6 is a well chosen constant, §# = 1/(2 — 2'/3). Regardless of which MPO
U(At) is chosen, we can use it to evolve the MPOs or MPSs in time. In the
Schrédinger picture, we can evolve the MPS by repeatedly applying the MPO
U(A).

(7 At)) = (U(AD)" [v) (4.57)
Similarly, we can evolve the MPO O in the Heisenberg picture by applying
U(At) repeatedly.

O(r At)) = (UT(A) O (U(A)T (4.58)
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4.5 Current density

The current density can be derived from the equation of continuity.

dsz  dj;
— =0 4.59
dt dx ( )
In this case the % does not mean much, since we don not have a continuous

system, but we will find a discrete substitute later on. For the time derivative,
we can make use of the Heisenberg equation of motion.
ds?
dt

a7
ot

— {H S] n (4.60)

Because there are two Hamiltonians being used, both need to be looked at
separately. For the XX chain we use the Hamiltonian from (4.1):

ds; J o+ & S :
a _52(5f55+1+5f+155) AR
J

i[858 S v St [80.57] +

St [m.87] + [57.82] 5 (4.61)
Using the fact that [Sf, S’f] = :FS'ii, we get the following expression:

ds? J
= —171—

dt 2

(=555, + 55,57 ~ e (4.62)

Now we need to evaluate the spatial derivative in (4.59). Since the coordinates in
our chain are the integer index 7, we cannot evaluate the continuous derivative.
We therefore simply define

R AT (4.63)

where a is the lattice constant?. Putting all of this in (4.59) gives a recursive
relation for the current density operator:

~ ~ ,CLJ ALA_ ~ A
Ji= i —i% (<8180, + 85,57 —he) (4.64)
To get a proper expression, one can look at .

jn=0- z% (—0 +8%_ 8y — h.c.) = 71‘% (S‘fv_lgj; - h.c.) (4.65)

2There are various possibilities to define this, one could also use the more symmetric
% = i (ji+1 - j‘i_1>, but since we are only interested in comparing simulations, this does

not matter.
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The next step would be

“ ~ ,(ZJ ~ A N ~
IN-1= N i (fSJT,_lSN + 8% ,Snv 1 — h.c.)
aJ _ aJ [ 4 Al oA Al
=i (%157 —he) - i (=5%-18% + $t_u55-1 —he)
ad (4 o
= —is (S5-255-1 —he.) (4.66)

Continuing this, we eventually end up with:

ﬁz—% (Sjls——hc) :—ﬂ(sjls——sjsl 1) (4.67)

Only 31 will just be zero, since S'Zi_l does not exist. For the XXZ chain, the
Hamiltonian from (4.2) is used.

8SZ

dS [

5]
:'*gZ( S5+ 87115 )+JZJZJ+1’ i| 0
J

(s ]

St [S—S] + [S*S] 5211) +

i Z (sj [Sjﬂ,éﬂ + [SJS} Siﬂ)
= —z§ ({S+ 52} Sz+1 _|_SZ+1 [Sy S } +

Sty [57.85] + [85.87] 8y) + o

(4.68)

This is in fact the same expression as (4.61), so we get exactly the same operator
for the current density. The final step for both Hamiltonians is to write this
operator in MPO form:

= % (4.69)
BUl=1[1] forj #iNnj#i—1 (4.70)
Bi-U=[ &t —§ ] (4.71)
Bl = [ g; ] (4.72)

The procedure for the Bose-Hubbard model is very similar. Instead of the
operator S7 we only need to use the number operator n; in the equation of
continuity and the Heisenberg equation of motion, which means we need to
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calculate [ﬁ , ﬁl} .

=t (Biby = fbisr + ]y by — bi b (4.73)

Putting this in the Heisenberg equation of motion and subsequently in the equa-
tion of continuity gives us

dj; o
di =it (Biblyy = Blbigs + B ybs — biab]) (4.74)

T (2

Using the same definition in equation (4.63) allows us to get rid of the continuous
derivative.

1 /4 N A SN P P
- (jm - g) =it (bibL1 — Olby 1 + b b — bi,lbj) (4.75)
Again applying the boundary condition jy11 = 0, we have:
jN :iat(0—0+B}LV718N—IA)N,16}LV) (476)

This leaves us with the final expression of the current density in the Bose-
Hubbard model: o

Ji=iat (B_1bi — bioab]) (4.77)
This is very similar to (4.61), so it comes as no surprise that the MPO-form is
also very similar.

q=—iat (4.78)

Bl =11] forj£inj#i—1 (4.79)
Bt =1pt —p ] (4.80)
Blil _ [ :T ] (4.81)
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Chapter 5

Schrodinger versus
Heisenberg

5.1 The XX(Z) chain with initial inhomogeneous
state

To compare the use of MPOs and MPSs in the Schrodinger picture and in the
Heisenberg picture, we shall look at the time evolution of both a spin—% XX
chain and a spin—% XXZ chain, given a specific initial state. Since the results for
the spin—% XX chain can be calculated for finite size spin chains (actually also
for infinite size, but we will not use that here), we can compare the theory to
the outcome of the simulations. The Hamiltonian for the XX chain was already
given in (4.1):

A= —% > (85500 + 85.57) (5.1)

2

The initial state we shall use is

BO)) = [ 1. T ) (5.2)

That is to say, for a chain of N sites, the first N/2 sites will have spin 1 and
the remaining N/2 sites will have spin . To study the difference between the
Schrédinger and Heisenberg picture, we will compare the expectation values for
the density at site n, <S’;§L>, the density correlation between two sites m and n,
(S2,87), and the current density (j,). For ease of readability and for simplified
calculations in the numerical simulation, we shall now set A = 1, J = 1 and
a = 1, which means the physical time in the simulations is in units of & and J,
while the scale of the current density j; is in units of &, J and a.

5.1.1 Procedure

For convenience, we shall use the convention that site 1 refers to the first site
to the right of the boundary between 1 and |. This state can be represented
as an MPS using a simple set of matrices. The matrices for the first site at
t=—N/2+1 are

AT-N/241 = ( 1 ) Ad-nN/2+1 = ( 0 ) (53)
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and the matrices for sites i = —N/2 + 1 to ¢ = 0 are the same:
A= (1) Av=(0) (5.4)
The matrices for sites i =1 to ¢ = N/2 — 1 are
A =(0) Ab=(1) (5.5)
and for the same for the last site at i = N/2:
Atve=(0) Abe=(1) (5.6)
The prefactor p for this MPS is simply 1.
For the numerical simulation, the Trotter steps need to be constructed ac-

cording to the recipe from section 4.4. For the XX chain, one can easily get the
local interaction Hamiltonians from (4.1):

. 1 /aas o o
hi = =5 (S50 + 55.87) (5.7)

As basis we use |0;0541) = {| 1), | T1), | 41, | 11)}, which allows us to write h;
in matrix form.

0 0 0 0
0 0o -1 90
2 (5.8)
1
0 -3 0 0
0 0 0 0

For the XXZ chain one can likewise get the local interaction Hamiltonians from
(4.2).

hi=—3 (sjsi;l + SLS{) + .57 57 (5.9)

Using the same basis as before, we arrive at h; in matrix form.

L 0 0 0

0o -L -1 0

o 1 2 (5.10)
2 4

0 0 0o £

From either of these, we can calculate U, = exp(—iﬁit) by diagonalizing.

e~teit 0
e—ieg‘r

U =P pt (5.11)

—iesT
e 3

0 e—ienT

Here e; are the four eigenvalues of h; and P is the matrix with the eigenvectors.
Inserting the matrix elements in (4.48), we can do the SVD to get the required
Lo and R%+17i+1 matrices. From these matrices, we can construct the MPO
U(At) using either (4.47), (4.54) or (4.55). In both the Schrodinger and the
Heisenberg picture, the resulting MPS/MPO needs to be compressed after every
multiplication using the methods from section 3.7. Otherwise the dimensions
of the matrices making up the MPS/MPO, will grow like 47, where T is the

number of time steps.
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5.1.2 Theory

To be able to say anything about the validity of the simulations, they need to
be compared to theoretical predictions, if available. Luckily, these exist in the
case of the XX chain at zero temperature with initial state | 11 ... 1) ... {{).
For this, the Hamiltonian from (4.1) needs to be written in a more conve-
nient form, allowing for simpler calculations. This is called a Jordan-Wigner
transformation[21]; it transforms the operators S; and S; into the fermionic
operators ¢; and c;[ respectively. The advantage of this form is that, during the
calculation of the various expectation values, we can now use anticommutation
relations for just two operators, instead of the more complicated commutation
relations for the three operators S+, 8~ and S%. The Jordan-Wigner transfor-
mation is defined as follows:

St =¢t(—1)on (5.12)
S- = (=1)%e, (5.13)
. 1
Sz =¢le, — 3 (5.14)
with ¢, = Y721 511 él¢;. Putting this in the Hamiltonian gives
7 N/2
H= = > (=1 (=) e+ hee (5.15)
n=—N/2+1

The part (—1)?2(—1)®»+1 can be simplified, since [¢,,, dn] = 0.
n—1 ata

(_1)¢n(_1)¢n+1 _ (_1)¢'n+¢>n+1 _ (_1)22j:1 C_fcj+éixén — (_1)52% (5.16)

Continuing,

- _ Z (éLlénH + &l imél énéngi+
n=—N/2+1

eh(—m?)elénel énénir +...) +hee (5.17)

In the last step, a Taylor expansion was used for the (—1)6316". Every term

. Aty 2 . U
except the first one starts with (CIL) , so all of these terms are zero, since ¢, is
a fermionic operator.

7 N/2
H=-3 > éhéni +he (5.18)
n=—N/2+1

The time evolution of the initial state can now be calculated, since this Hamil-
tonian is of the form

N
H=>"T;cl¢ (5.19)
0,J
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Hamiltonians of this form can be solved exactly by diagonalizing only the N x N
matrix 7' instead of the usual 2V x 2V matrix belonging to (4.1). The matrix
T for (5.18) can simply be read off:

01 00 0
1010
01 01
J 0 010

01 00

1010

01 01

0 001 0|

The eigenvalues are the energies, €5, and the normalized eigenvectors of T' form
a unitary transformation U because T' is Hermitian. We can use U to transform
the creation operators, ¢;, in the original basis into the new diagonalized creation
operators, d;. This yields a diagonal Hamiltonian:

N/2
ﬁz Z ZZCTUZ kek U]L Zekd dk 5 521)
i,jsz/2+1 i,j k=1

where d = 3. ¢lU; ), and djy = > (UT)M ¢j. The old operators can thus be

written as

CZL U'), (5.22)

N
N
Z Ui il (5.23)
Note that the k-indices can simply run from 1 to N, since the index k does not
have any special meaning. We can then proceed to study the time evolution

of the initial state. In our case the initial state is |[¢)(0) = | 11 ... T ... L)),
which can be written as

0

)(0) = II éiv (5.24)

i=—N/2+1

Note that this notation has some ambiguity with the sign, since the éI are
fermionic operators, but this does not matter, since we are interested in the
expectation values only and the sign will drop out anyway. In the new basis
(5.24) becomes

0 N
wo) = T D diUh),, 14 (5.25)
i=—N/2+1 k=1
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We know the time evolution of cfk, because of (5.21) and the Heisenberg equation
of motion.
dd, [
— =1
dt

|
qu

Solving this differential equation gives the time evolution of dp.
di(t) = di(0)eiert (5.27)

This can be inserted in (5.25) to get the time evolution of the initial state.

W =TI Y die= (Uh), 1h (5.28)

i=—N/2+1 k=1

Now we need to go back to the original operators again, since the expectation
values we are interested in, such as (SZ) = (¢f¢é,) — L are all given in &,. We

27
have,
N/2

\w>(t>:_ H Z S uset (U1, 1) (5.29)

—N/2+1k=1(¢=—N/2+1

Density operator S’fL

From (5.14) it is already known what the density operator looks like expressed
in the fermionic annihilation operators &,, which is SZ = ¢f,¢, — % We can then
proceed to calculate the expectation value.

(WIS () =

N/2
<¢ H Z Z Cor (UT)k’,e’ eie"/tUj,kr éTn %

j=—N/2+41k/=10'=—N/2+1
N/2

~ A —ie 1

ol IS S duer ), 1)-3  Gmy
i=—N/2+1 k=1 f=—N/2+1

Introducing Ag;(t) = Eszl Uy et (UT)k ; simplifies the notation somewhat.

Note that this means that A(t) = e’T*. We only need to look at the right half
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of the above expression, since the left half is simply the complex conjugate of
the right half.

0 N/2
o I X Y e @), 10
i=—N/24+1k=1¢=—N/2+1

N/2

0
o JI X dAnmly)

=—N/2414=—N/2+1

N/2

Z éZI Ap —ny241 (1) X
6=—N/2+1

Il
o2
3

N/2

Z ézzAEQ,fN/2+2(t) . X

ly=—N/2+1
N/2

Z ézN/zAéN/mO(t) | \L)

ZN/2:7N/2+1

= <An,—N/2+1(t) - ZézlAll,—Nﬂﬁ-l(t)én) X

£y
<Z EZZAE%*N/2+2 (t)) AN X
£

D At ®) | 1) (5.31)

n/2
Introducing another shorthand Bj = évz/i NJ2+1 é}AM(t), we get a more com-
pact form:

= An,—N/2+1(t)BiN/2+2 Bl ) - N/2+1 X
N
(Z éLAeQ,-N/m(t)) . Z EhppAtnyzo(®) | 1)
lo=1 ZN/Q_l

= Ay N (0B p 0 Bl -
Bt /QHA,L,,N/M(t)Bi U Bl +

N
B! N/2+1 N/2+2cn <Z %Aée 7N/2+3( )) cee X

l3=1

Z CEN/ AZN/27O(t) |i/>

ZN/2_1
= A7L,—N/2+1(t)BT,N/2+2 s B(JH \l/> -

BT_N/2+1A7L,—N/2+2(t)BT_N/2+3 v B(H ~L> +
BT—N/Q-H BT AL ()] 1) (5.32)
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The shorthand B;r turns out to be a fermionic creation operator in itself.

T Rt
(1.3

N/2 N/2
= > dAn), > dAe;)
{=—N/2+1 0'=—N/2+1
N/2 N/2

- > Y Auansm{d.d}

=—N/24+10'=—N/2+1

=0 (5.33)
N/2 N/2

=3 > aAn), Y Al
f=—N/2+1 O=—N/2+1
N/2 N/2

Z Z AT () A (t) {Ces Cr }

{=—N/24+10'=—N/2+1

=0 (5.34)
N/2 N/2

= STwAL®), Y. At
{=—N/2+1 0=—N/2+1
N/2 N/2

Z Z AT () Ae (1) {é(, c} }

{=—N/2+10=—N/2+1
N/2 N/2

- Z Z AT () Ap j(t) 000

{=—N/2+10=—N/2+1
N/2

= Z AT () A 5(t)

{=—N/2+1
— (6 T teth)
4,
— (e_theth), ,
2,7

= 0ij (5.35)

In the last steps, we used the fact that T is Hermitian, i.e. T = Tt. The fact
that the BZ-T are fermionic creation operator means that every term in (5.32)
creates a different state, which are orthonormal to the states created by the

other terms.

(WISEI) () = (| Ty,) 7%

0
= > |Am‘(t)|2—1
’ 2
i=—N/2+1
0 N 2 1
= D Ukt (UT),) -5 (5.36)
i=—N/2+1 [k=1 '
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0.4
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e Time t

10 20 30/ 40
=

-0.2
-0.4

Figure 5.1: The analytical solution for various expectation values <S',i) Shown is n = —10,

-8,-6,-4,-2,0,1,3,5,7,9 and 11 from bottom to top on a chain with length N = 40. One
can clearly see the boundary effect from ¢ = 30. One can also see that the boundary effects
come into play later for smaller |n|.

The result of this has been plotted in figure 5.1 for N = 40.

Correlation operator S7 57

Writing out the correlation operator in the fermionic creation/annihilation op-
erators ¢! and ¢é, gives

0185,8310) = W1 (ehem— 3 ) (chen—3) 0
= (el emehenls) — S0l enlt) — S WIELealw) + T (5.37)

The terms of the form (w|éjéi|w> are already known from the calculation of the
density operator. For the first term we can apply Wick’s factorization.

(Wlel, emelenlt) = (YE],em) (]l énlw) — (le],enlw) (Wlefémly)  (5.38)
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-0.25¢}

Figure 5.2: The analytical solution for various expectation values for the correlation,
(S'ffné'fb) Show is n = 1, 3, 5, 7, 9 and 11 from left to right on a chain with length
N = 40. The boundary effect comes into play again from roughly ¢t = 30. It is also clearly
visible that the solution for n = 1 does not suffer from boundary effects until at least ¢t = 34.
This is exactly what one would expect, since the sites that SS S'f works on is further from the

boundaries than the sites that, for example, giloéﬁ works on.

We can then use (5.32) again to calculate the expectation value for the correla-
tion:

(Y1795 (1) =
(U O (O [ W) — (Ui [ O ) (W | ) —
1 1 1
- _ (U -
5 (Y Wm) = 5 {Un|¥n) + 7
0 0
2 2
= > |4 S AP | -
i=—N/2+1 j=—N/2+1
2
0
i=—N/2+1
1 & s 1 & , 1
5 2 Mu®F =5 Y AP+ . (5:39)
i:—N/2+1 i:—N/2+1

the result of which has been plotted for a chain of length N = 40 in figure 5.2.

Current density jn

The current density as given in (4.67) needs to be converted using the Jordan-
Wigner transformation as well. Recall that both J and a have been set to
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S;1§n> +h.c.

.

1. A
= (—201;_1(—1)‘15”—1(—1)%0”) + h.c.
ot SN e GG S N e e
Gy, _q(—1)&=i==nr2+ (—1)=i=-N/2+ ¢n | +hee.
_(_tat el jeno1p
= (—c (=) cn> +h.c (5.40)
Since [62716,1_1, én] = 0, we can just swap the last two terms.
G = <—ZéL_1én(—1)él—1@"1> +he.
The factor (—1)611716”‘1 can be left out, since the only non-zero contribution
comes from states |0_n/211,0_n/2,- -, ON/2—1,0N/2) With 0,1 =] and o, =1

For any other state the operator é;_lén will give zero. Thus, in the non-zero
case we have

ot &
(_1)CTL7107L71 |J—N/2+1; cee,On—2, \J/,Tv On+t1y--- 7UN/2>
= (_1)0 ‘O',N/2+17 e 70'7L—27\lf7 Ta On41y--- 7UN/2>
= |0-7N/2+17 LR O-n727\lz7 Ta On+1y--- ,UN/2> (541)

We can thus just drop the whole (—1)6L—16"*1 altogether.

Jn = (;Llén> +hec. (5.42)

Calculating the expectation value for our initial state:
. i
(W]gnl) (t) = (—2<¢|cl_lcn|w>> +h.c.
= (—;<qzn1|qfn>) +he.

=2Im <;<q/n_1|\pn>)

0
=Im > AL (1A (5.43)
i=—N/2+1

This equation has been plotted for a spin chain of length NV = 40 in figure 5.3.

5.1.3 Parameters
There are several parameters that can influence the accuracy of the simulations:

e Time step At.

43



(Jn)

Time t
40

-0.1

-0.2

-0.4

Figure 5.3: The various expectation values for the current density, (jn), according to the
analytical solution. Shown isn =1, 3,5, 7, 9 and 11 from left to right on a chain with length
N = 40. The current for n = —1 is the same as for n = 3 and the one for n = —3 is the same
as for n = 5, etc.. The boundary effect is visible from ¢ = 30.

Chain length N.

Total physical time.
e Order of Trotter step.

Bond dimension d.

e Number of iterative compressions using one matrix.
e Number of iterative compressions using two matrices.

Ideally, the time step should approach zero, but this would cause the compu-
tation time required for a simulation to approach infinity. The accuracy depends
on the order of the Trotter step, but in the case of a second order Trotter step,
the inaccuracy due to a single time step will be O(At?). Of course, the smaller
At is, the more time steps we will need. Since the number of time steps scales
as 1/At, we will in effect have O(At?). For these simulations a time step of
At = 0.005 (in units of i) was chosen, giving an inaccuracy of O(107°), which
will do just fine for our purposes.

The influence of the chain length comes from the interaction with the bound-
aries. These boundary effects have the potential to interfere with the comparison
between the Schrodinger and Heisenberg picture, because, for example we will
want to see later on how the correlation operators hold up in the Heisenberg
picture as we increase the distance between the two sites. We will therefore aim
to minimize the boundary effect. The effect of the boundary could already be
seen in the graphs for the analytical results (in figures 5.1, 5.2 and 5.3). To de-
termine when the boundary is interfering, we need to look at the infinite-length
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chain. Fortunately there exists an analytical solution for that too. For the S?
operator the expectation value is given as[22]:

(Sp)(t) = —% Z J(t) (5.44)

J;(t) is the Bessel function of the first kind. Using this formula and the ana-
lytical solution from (5.36), it is possible to see how long a simulation can run,
while remaining free of boundary effects. This is what is plotted in figure 5.4,
where a graph is displayed showing runtime against chain length. The runtime
is defined as the physical time that it takes for the finite case to differ from the
infinite case by more then 10~8. Since a physical time of 30 will suffice, we will

Runtime
60

N
20 30 40 50 60 70 80

Figure 5.4: Comparison between the analytical solution of ($Z) for a finite length chain,
(5.36), and for the infinite-length chain, (5.44). On the x-axis the chain length is plotted and
on the y-axis the runtime is plotted. Runtime is defined as the maximum physical time for
which the difference between the finite and infinite case is still smaller than 10~8. Plotted are
sites n = 1 (uppermost line) to n = 10 (lowest line). Note that this shows that the boundary
effects propagate through the system with a speed of roughly 1.4 + 0.1 sites per physical time
unit.

keep the length of the chain at N = 64, which gives a maximum physical time
of 43.3 for n = 1 and 34.8 for n = 11. This is only a lower boundary though,
since in the actual simulation we will be comparing the finite case model directly
to the results of the simulation. How much the boundary effects will actually
interfere with the comparison between the Schrédinger picture and the Heisen-
berg picture is difficult to specify.

All of the errors coming from the Trotter steps will also invariably add up,
limiting the total physical time that the simulation can run accurately. However,
the deviation between the simulation and the analytical solutions, resulting from
the compression algorithm will be rather dramatic. The effect of the compres-
sion will completely drown out the noise from the Trotter steps, except of course
in the rare case that either the MPO or MPS is an exact solution, where the
compression will be without effect. The total physical time is in that case only
limited by boundary effects and bond dimensions. As mentioned in section 4.4,
the order of the Trotter step determines the inaccuracies coming from the size of
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Figure 5.5: Computation time per physical time unit as function of d. The red dotted line
is a fit with a 3rd order polynomial, indicating that the simulation is O(d®). This is in the
Schrédinger picture with a chain of length N = 64. Left is in the Schrodinger picture and
right is in the Heisenberg picture.

the time step. It ranges from O(At?) for a first order Trotter step to O(At®) for
a Forest-Ruth Trotter step. Of course the order of the Trotter step can be in-
creased as much as one likes at the cost of many more MPO multiplications. For
these simulations, we will stick with second order Trotter steps, O(At?), since
it gives satisfactory results while not increasing the computation time too much.

The bond dimension is the maximum size for the matrices making up an
MPS/MPO as well as the maximum number of singular values per site in an
MPS/MPO. It determines how rigorous the compression will be. This bond
dimension, d, will be varied throughout the comparisons. The computational
time a simulation takes in both the Schrédinger and the Heisenberg picture is
plotted in figure 5.5. A fit through the data shows that the simulation is most
likely O(d?), which is what one would expect, since the bulk of the calculations
during a simulation involves the SVD, which is O(N?) with N being the dimen-
sion of the matrix. It also shows that simulations in the Schrodinger picture are
roughly eight times faster than simulations in the Heisenberg picture.

Improving the MPS/MPO after it has been compressed by iteratively ap-
proaching the original MPS/MPO, gives a small but still appreciable increase in
accuracy for large time steps, such as At = 0.05 and low bond dimension, such
as d = 8. In the realm where we will be simulating, At = 0.005, d = 40...100
the effect even becomes negligible, as can be seen in figure 5.6. However us-
ing two matrices to iteratively approach the compressed MPS/MPO did not
have any effect during the simulations, if the same number of single matrix ap-
proaches was applied afterwards. This appears to indicate, that local minima
are not a problem. In conclusion, even the small increase in accuracy that the
single matrix approaches give, is drowned out by the major effect from the bond
dimension. Since the iterative approach is quite a costly operation (SVDs are
O(mn?) for m x n matrices, m > n), the simulation is much faster without it.
However, it does have its merits when the SVD algorithm fails, as discussed in
section B.2. In that case, the iterative compression can do ‘damage control’ by
repairing the more inaccurate fall-back SVD, allowing the simulation to continue
unhindered.
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Figure 5.6: The effects of iterative compression. The deviation from the analytical solution of
the XX model, starting from the inhomogeneous state, is shown for various levels of iterative
compression. Red indicates no iterative compression, green indicates one sweep, blue is two
sweeps and finally purple is three sweeps. The left graph is of the spin at site n = 1 and the
right graph is of the spin at site n = 11. Both simulations were run with At = 0.005, N = 40
and d = 60 in the Schrodinger picture.

5.1.4 Results of comparison

With the analytical result and the effect of all possible parameters known, it
is now time to turn our attention to the results of the simulations and to see
how the simulations in the Schrédinger picture compare to simulations in the
Heisenberg picture.

Density operator

In figure 5.7 the result of simulations in both the Schrédinger and the Heisenberg
picture is plotted in one graph at N = 20 and d = 40. It clearly shows that the
simulation in the Heisenberg picture just keeps going, which is exactly the effect
described in [17]. The compression algorithm does nothing in this case, since
the operator can always be described by an MPO with d > 4. The accuracy
of a simulation depends mainly on the level of compression, so in this case,
simulating in the Heisenberg picture will be far more accurate than simulating
in the Schrédinger picture. In figure 5.8, the graph is shown for (S7) and (57,),
but this time the evolution is in the XXZ-model.

Current density operator

In figure 5.9, a comparison is shown between a simulation in the Schrodinger
picture and in the Heisenberg picture for (j;) and, in figure 5.10, for (j11). One
can see that once again the simulation in the Heisenberg picture does not suffer
from compression, since changing the bond dimension has no effect.

Correlation operator

For (5’55'@7 a comparison is shown between the Schrodinger and Heisenberg
picture in figure 5.11. Runtimes have been plotted in 5.12. The runtime is
defined as the simulated physical time that the simulation stays within 10~° of
the analytical result.
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Figure 5.7: Simulations in the XX-model with N = 20 in both the Schrédinger picture (blue)
and in the Heisenberg picture (purple) with the maximum bond dimension d = 40. The y-axis

is the difference between simulations and the analytical solution for (S‘f)
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Figure 5.8: Simulations for (§f> (left) and <S’f1) (right) in the XXZ-model with N = 64 in
both the Schrodinger picture (bright colours) and in the Heisenberg picture (dark colours).
The y-axis is the difference between a simulation with bond dimension d and a simulation
with bond dimension d 4 20. Red is between d = 40 and d = 60, green between d = 60 and

d = 80 and, finally, blue is between d = 80 and d = 100.
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Figure 5.9: Simulations with N = 64 in the XX model in both the Schrédinger picture (left
graph) and in the Heisenberg picture (right graph) for different values of the maximum bond
dimension d: d = 40 (red), d = 60 (green), d = 80 (light blue) an d = 100 (purple). The
y-axis is the difference between the simulations and analytical solution for (31) One can see
that in the Heisenberg picture the simulation is independent of the bond dimension.
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Figure 5.10: Simulations with N = 64 in the XX model in both the Schrédinger picture (left
graph) and in the Heisenberg picture (right graph) for different values of the maximum bond
dimension d: d = 40 (red), d = 60 (green), d = 80 (light blue) an d = 100 (purple). The
y-axis is the difference between the simulations and analytical solution for <3’11>. One can see
that in the Heisenberg picture the simulation is independent of the bond dimension.
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Figure 5.12: Physical time the simulations of ($Z,52) in the XX chain stay within 10~% of
the analytical solution for increasing |m — n|. From bottom to top: d = 40, d = 60, d = 80
and d = 100. The left graph is in the Schrodinger picture and the right in the Heisenberg
picture. On the right only the case of d = 40 is visible. The other cases run for longer than
60 physical time units and behaviour similar to figure 5.7 is expected. That is, the simulation
will go on almost indefinitely.

5.1.5 Discussion

All the operators that have been simulated for the XX chain appear to have
greater accuracy in the Heisenberg picture after a certain minimal bond dimen-
sion is used. In the case of the S’fl operators, the simulation in the Heisenberg
picture is already extremely accurate for d > 4. Even the more complex cor-
relation operator S’;S’Z reaches a minimal d for which the simulation in the
Heisenberg picture becomes extremely accurate, albeit for a higher minimal d
which lies between 40 and 60. For the current density j, this minimal d lies
even beneath 40, based on [16] this minimal d is probably 16. So, in the case
of the XX-chain, the simulation can best be run in the Heisenberg picture, pro-
vided that a minimal d is used, which varies per operator. For the XXZ-chain
the story is unfortunately very different. In that system, the simulation in the
Heisenberg picture fails very quickly even for a local operator. To investigate
why this would be the case, a similar simulation was run in the Heisenberg
picture that recorded the Frobenius norm of the difference between the MPO
before and after compression. As can be seen from figure 5.13 the difference
between the MPOs increases exponentially after a certain time, depending on
the maximum bond dimension used. This is what causes the simulation in the
Heisenberg picture to break down so fast. Attempts to correct for this using
the iterative approach from subsection 3.7.3 did help somewhat, but not enough
to stave off the large deviations seen in figure 5.8. A closer inspection of the
singular values can also be seen in figure 5.13. One can see that at ¢ = 0 only
one non-zero singular value exists, but that as time progresses, other singular
values increase significantly. This is more clearly visible in figure 5.14 where the
decay of the singular values is shown as s; versus ¢, with s; being the sorted
singular values. Even though there is still an exponential decay of the singular
values, it is simply not strong enough, because after every compression, three
quarters of the singular values will be thrown away. This is due to the fact that
the Trotter MPO has a bond dimension of d = 4, so after every multiplication
with the MPO that is being evolved in time, the bond dimension of the time
evolving MPO will increase fourfold. Coupled with the fact that the singular
values rise rapidly, a substantial loss of accuracy occurs. To further examine
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Figure 5.13: The left graph shows the Frobenius norm of the difference between the MPO
before and after compression. From left to right, the bond dimension is d = 40, 60, 80 and 100.
The graph on the right shows the singular values of the matrix of the MPO corresponding to
site n = 1 before compression. Both simulations were run in the Heisenberg picture with a
chain length of N = 32, while calculating the expectation value of S'f in the XXZ chain.
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Figure 5.14: The left graph shows the distribution of singular values, s;, for t = 0 and the right
graph for t = 4. Both graphs are a slice of the right graph in figure 5.13 at ¢t = 0 and t = 4
respectively. One can see that at ¢ = 0 there is only one singular value that really matters,
so the compression will not have much influence. However, as time progresses, the singular
values become more distributed. Then the compression will throw away singular values that
do matter. From the graph at t = 4, it is clear that it is still an exponential decay (red dotted
line), but the decay is not as strong as it was in the beginning. Both graphs are for the S'f
operator in the XXZ chain.

why this occurs, it is instructive to define something similar to entanglement
entropy, but now for an MPO. The exact definition we will use, is given in ap-
pendix D. In figure 5.15, a plot is displayed for the ‘entanglement entropy’ of
S’f. One can see that in the XXZ model, the ‘entanglement’ increases linearly.
In the XX model, however, the ‘entanglement’ becomes constant. Normally, in
the case of the Schrédinger picture, entanglement indicates how fast one would
need to make the bond dimension grow to keep the same level of accuracy, which
goes as d o exp(aS) [23]. Assuming we can make a similar statement in the
case of MPOs, then one can see that linear behaviour in the entropy means
and exponential increase in required bond dimension. Since we keep the bond
dimension constant in our simulations, one can see that the accuracy will drop
off quickly, as indeed it does.
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Figure 5.15: The ‘entanglement entropy’ for the operator S‘f in the XXZ-chain (left) and the
XX-chain (right).

5.2 The XXZ chain quench

Another system that may yield interesting results, is the quench of an XXZ chain
by suddenly increasing J, = 0 to J, = 1. Recall from (4.2) the Hamiltonian,

= =53 (87800 + 8.8 ) + 0. Y58 - (6e9)

7

The initial state we shall use, is thus the ground state of the XX chain, since
this is also the ground state for the XXZ chain with J, = 0 and it has the
bonus that this ground state can easily be constructed analytically. The time
evolution for the XXZ chain is the same as in subsection 5.1.1.

5.2.1 Initial state

The ground state of the spin—% XX chain can be calculated analytically. For
this, we need to apply all of the cZ,Q operators from (5.21) that contribute a
negative energy, i.e. all k for which €, < 0. Since the matrix T" was Hermitian,
this amounts to the first half of all the eigenvalues, assuming they are sorted
from lowest to highest. The ground state can then be written as,

N/2 N/2  N/2

Gs) = [Idi |1 =11 > éur]lh . (5.46)
k=1

k=1i=—N/2+1

There is no easy way to write this in MPS form. However, it is possible to convert
the sum over the creation operators to an MPO and apply that repeatedly to
| 1). In MPS form | |) can be written as,

At = (0) AN=(0) Atve=(0)
(5.47)
Av-N/241 = ( 1 ) Adi = ( 1 ) A¥N/2 = ( 1 )
The MPO representing Oy = ZZEN/%-I éi Ui i is more difficult to write down,
since the fermionic operator éf is not really a local site operator, because its sign
depends on the spin of all of the previous sites. This can be solved by reversing
the Jordan-Wigner transformation from (5.12):

o = §H(—1)=i (1S7) (5.48)

53



This is a product of local site operators and can therefore be written as an MPO.
Actually, we are interested only in the whole sum, expressed in the S operators:

N/2 o
Oy = Z SF(=1)% (EJrSj)Ui,k (5.49)
i=—N/2+1

After a bit of puzzling, one can write this in an MPO form with a bond dimension
of d =2:

B MR~ ( U_nyjzrpSt (-1)3+5 )
. Bl _ 1 0
Oy = k = Ui xSt (=1)3+5 (5.50)
[N/2] _ L
K B < Uny2 xSt )

The index k is the same k as used in the product in (5.46). Now that everything
from (5.46) is either an MPO or an MPS, we can write down the ground state:

GS) = Oy ... Onga- | 1) (5.51)

This would however make the bond dimension very large, namely d = 2N/2,
because we need to apply an MPO with bond dimension d = 2 for N/2 times.
Therefore, we will need to apply compression after every multiplication.

5.2.2 Operators

Since every Ol is a sum of creation operators, applying N/2 of them will make
the ground state consist of all of the basis states that have N/2 spin 1 and N/2
spin }. Furthermore, since the Hamiltonian of the XX-chain, 4.1, is symmetric
under a spin flip of the whole system, for every basis state in the ground state
there is a spin flipped basis state with the same amplitude. The consequence
of this is that the expectation value of the SfL operator will always be zero,
because for every contribution to the expectation value of one basis state, there
is an inverse contribution by the spin-flipped version of that basis state. Since
the expectation value of the spin operator is always zero for every site, the

ds*

current density, j,,, will also be zero for every site, because it depends on e

through the equation of continuity. The correlation operator, S;Sfl, however,
is an operator that can have a non-zero expectation value. The correlation will
therefore be the only operator that we will study. To examine the behaviour
of the simulation in both the Schrédinger and the Heisenberg picture, we will
restrict ourselves to the expectation values (SzS7), (82,5%), (82,5%), (8% 45z)
and (5% 457).

5.2.3 Results

The results of (SZS7) can be seen in figure 5.16. It shows clearly that, in this
case, the simulation in the Schrédinger picture is better than the simulation in
the Heisenberg picture. In figure 5.17, the runtimes are plotted as a function
of |i — j| for all of the operators 5'125';7 where runtime is defined as the physical

54



<S28E> <S§Sp>

-0.10f+, —0.10f", e —
. ° 0%, .".. poeoneee
-0.12 r— 01z T e
"N‘MW“' J . K - ttagmpnetiesemssssonyyoees oo
—0.14 ._. ~0.14 .. ...W
—0.16f —o0.16f
-0.18 -0.18
-0.20; 2 4 6 8 16 ~%2% 2 4 6 8 16

Figure 5.16: Simulation of the expectation value (S’g@f) on a chain of length N = 64 in both
the Schrodinger (left) and the Heisenberg picture (right) for various bond dimensions: d = 40
(blue), d = 60 (purple), d = 80 (brown) and d = 100 (green).

time that the simulations stay within either 10~# or 1076 of the simulation with
a higher bond dimension. Of course this does not portray the ‘real’ accuracy,
as it would with a comparison with an analytical solutions, since the simulation
with a higher bond dimension already has some inaccuracy in itself. However,
without an analytical solution available, this is the next best option. Also, it
is clear from figure 5.16 how the simulations in both pictures behave. One can
see that the accuracy of either picture varies with the distance |i — j| and even
with the tolerance. In this case, the simulation in the Schrédinger picture would
still be better because it requires far less computational resources than the sim-
ulation in the Heisenberg picture. A plot was also made of the ‘entanglement
entropy’ in the Heisenberg picture as discussed in 5.1.5 and more detailed in
appendix D. This plot can be seen in figure 5.18. It shows that the entangle-
ment increases linearly. After a while, it becomes constant at roughly S = 3.5,
but this is purely due to the upper limit created by the compression algorithm
as described in appendix D. We used a bond dimension of d = 40, so the upper
limit would be S = 1n40 = 3.69. The graph also shows that the further m and
n are apart in ,SA';?,LS;ZL, the longer the entropy stays low. This explains why the
runtime of the simulations in the Heisenberg picture increases in the left graph
of figure 5.17. However, the obtained accuracy is similar to the accuracy in the
simulations in the Schrodinger picture. Thus, the few cases where the simu-
lations in the Heisenberg picture performed better then the simulations in the
Schrédinger picture, certainly do not weigh up to the fact that the simulations
in the Heisenberg picture take roughly a factor sixteen longer than the same
simulations in the Schrédinger picture.
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Figure 5.17: Runtime as a function of |i — j| of the expectation value (§f§j> Runtime is

defined as the physical time the simulation with bond dimension d stays within either 10~%
(left) or 1076 (right) of a simulation with a bond dimension of d+20. The dotted bright lines
correspond to simulations in the Schrodinger picture and the dark solid lines to simulation in
the Heisenberg picture. Red is for d = 40, green for d = 60 and blue for d = 80.
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Figure 5.18: The ‘entanglement entropy’ as a function of time if the XXZ chain in the Heisen-
berg picture with bond dimension d = 40. From left to right, the ‘entropy’ of the operators
S§S%, S2,55, S 4S8, S% 4S% and SZ ¢S§ are shown. It shows that the further m and n are
apart in S;;S'ﬁ, the longer it takes for the entropy to increase. Note that the effect of the
upper limit of S = 3.68, which was calculated in appendix D.
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5.3 XX chain with excitation on ground state,
G+
STT|GS)
Another interesting case is that of the XX chain with a disturbance of the ground
state. One starts with the ground state of the XX chain and one applies the

spin raising operator on the site n = 1. The system will be kicked out of its
ground state and the ensuing dynamics can be followed.

5.3.1 Initial state

For the initial state, one can use (5.51) again, but this time apply the MPO
from (4.4) with S

W) =S701-...- Ona- | 1) (5.52)
The state still needs to be normalized to arrive at the actual excited state.
1
|[ES) = —| ) (5.53)
(R4l

5.3.2 Operator

We will try to calculate the expectation value,
(@S9, ()57 (0)|GS) = (GS[S, (H[ES) . (5.54)

This expectation value normally can be used to calculate the spectrum after
a Fourier transform in both space and time, but here a disadvantage of the
Heisenberg picture comes in, which is that only one operator can be simulated
per simulation. To get the spectrum, one would have to run the simulation for
all N sites. However, since we are only interested in how the DMRG in the
Schrodinger picture compares to the Heisenberg picture, we will only examine
a few sites, namely n € {—10,0, 1,10}.

5.3.3 Results

In figure 5.19, the expectation value (GS|S7; (¢)|ES) has been plotted. In figure
5.20 one can see a plot of the runtime. Runtime is the physical time that a
simulation with bond dimension d stays within 10~* of a simulation with bond
dimension d 4+ 20. From both figures, it is clear that the simulation performs
far better in the Schrédinger picture than it does in the Heisenberg picture.
This is rather unexpected, since the time evolution is still that of the XX chain.
Based on the results of section 5.1, one might expect that there is a certain bond
dimension, d, for which the Heisenberg picture would become exact. Especially
since 5‘; is a local operator that is being evolved in time, similar to the case of
57, However this turns out not to be the case for S*. See appendix C for the
detailed calculation. In short, the Jordan-Wigner transformation introduces a
troublesome factor which cancels out in the case of S7, but unfortunately does
not for S*. Figure 5.21 show the ‘entanglement entropy’ of the operator as
defined in appendix D.
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Figure 5.19: The time evolution of the expectation value (GS|S;; (t)|ES) in the Schrodinger
picture (left) and in the Heisenberg picture (right). Red indicates bond dimension d = 40,
green for d = 60, cyan for d = 80 and purple for d = 100. It is clear that the simulation in
the Heisenberg picture performs much worse than in the Schrédinger picture.

Runtime

25

20

15

d

40 50 60 70 80

Figure 5.20: Runtime versus bond dimension. Runtime is defined as the physical time that
a simulation with bond dimension d stays within 10~ of a simulation with bond dimension
d + 20. The dotted lines are from the simulation in the Schrodinger picture, while the solid
lines are from the simulation in the Heisenberg picture. This is for several expectation values,
(GS|S,, (t)|ES), for n € {—10,0,1,11}.
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Figure 5.21: The ‘entanglement entropy’ of the S operator in the XX chain of length N = 64.
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5.4 Bose-Hubbard Model

A completely different system to consider, is the Bose-Hubbard model, a system
where the DMRG normally fails after simulating only a few physical time units.
The Hamiltonian for this system is:

i = =37 (Blbigs +l,01) - gzn (=D -pYh (55

Here, Z)i is the bosonic annihilation operator and n; is the number operator
l;jl;l As the initial state we will use |0,1,0,1,...). Only in certain cases does
there exist an analytical solution for this system, for example for U = p =1, in
which case the method of solving the system is essentially the same as for the
XX-chain.

5.4.1 Initial state

Writing down the initial state |0,1,0,1,...) as an MPS is not as straightforward
as it was for the spin—% particles, since there is now an infinite number of basis

states, |o). One needs to limit how many bosons are allowed at a single site, to
get a finite number of basis states.

Aoodd — ( 1 Aoeven — ( 0
Alodd — ( 0 Aleven — ( 1 ) (556)
ACodd — ( 0 ) APeven — ( 0 ) Foro > 2

5.4.2 Time evolution
To create the Trotter steps, we need a local interaction operator again':

N U
hi = —t (bjbi+1 + blei) — i (= 1) — i (5.57)

The last site needs some special treatment, since we need to account for f/o.

hnjp—1=—t (ij/z_le/z + ij/ng/271> — 5Ny (Anja—1—1)

X U. . N
T HRN/2-1 T 5N 2 (nN/Q - 1) — UNN/2 (5.58)

The size of the resulting matrix depends on the maximum number of bosons we
will allow per site during the simulation. In the case of at most 2 bosons, the
matrix will already be 9 x 9. To wit, using the basis { 0,0}, |0,1), |0,2), |1,0),

IThere are other possibilities. One could for example distribute the n; evenly,

in which case one would get hi = —t (Bzi)i+1+5;[+15¢) - %(%ﬁz (ﬁifl)f,um) -

% (%ﬁHl (g1 — 1) — ,uﬁlqu), but then one would have to deal with both h_y/211 and

hy /2 separately.
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Figure 5.22: Computation time in seconds versus the maximum number of bosons per site
(left) and versus the bond dimension of the Trotter MPO, D (right). The red dotted line
in the left graph is a fit with a third degree polynomial, suggesting that the algorithm is
O(Ng’) in the number of bosons per site. In the right graph a fit was made with a first degree

polynomial, which shows that the algorithm is O(b) in the bond dimension of the Trotter
MPO.

I1,1), [1,2), 12,0), 2, 1), [2,2) }, we have:

0 0 0 0 0 0 0 0 0
0 0 0 —t 0 0 0 0 0
0 0 0 0 —V2t 0 0 0 0
0 -t 0 —pu O 0 0 0 0
0 0 —V2t 0 —p 0 —V2t 0 0
0 0 0 0 0 — 0 —2t 0
0 0 0 0 —V2t 0 -U-2u 0 0
0 0 0 0 0 -2t 0 ~U -2 0
L0 0 0 0 0 0 0 0 ~U —2p |

(5.59)
This can be entered in (4.42) to get the time evolution MPO. The maximum
number of bosons per site, Ny, can play an important role during the simulation.
In figure 5.22, the computation time is plotted against the maximum number
of bosons per site. From this graph, it can be concluded that our algorithm is
O(NY). It turns out that even for the chosen initial state with only at most one
boson per site, the simulation will not be accurate until at least seven bosons
per site are allowed, and even then only up to three physical time units. This
is evident from figure 5.23, where simulations are shown for various values of
Np. However, this will lead to a rather large matrix of 64 x 64. Fortunately,
for the case of t = 1,U = 0, u = 0, a singular value decomposition will result in
eight singular values that are zero. We can therefore compress the matrix down
to 56 x 56 without any ill effects. This should already provide a speed-up of
12.5%, since the program is (’)(ﬁ) in the bond dimension of the Trotter MPO,
D, according to figure 5.22. Further compression is of course desirable and for
that reason, several simulations were run at d = 100 and N = 32 with varying
compression of the Trotter MPO. The results of these can be seen in figure 5.24.
One can see that a D of 16 works well. Higher D are only drowned out by the
inaccuracies arising from the fact that we only allow at most seven bosons per
site.
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Figure 5.23: The results of several simulations of 72¢ in the Schrédinger picture on a chain of
length N = 32, using a bond dimension of d = 100 and a trotter bond dimensions of D = 16.
From left to right, the deviation from the analytical solution is plotted for N, =1 to N} = 7.
It clearly shows that the maximum number of bosons per site, Ny, has a great impact on the
physical time scale one can simulate accurately.
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Figure 5.24: Comparison of several different maximum bond dimensions, D, of the Trotter
MPO with a maximum of 7 bosons per site. De {4,8,16,32,42}. The simulation was run on
a lattice of N = 32 and bond dimension d = 100 in the Schrédinger picture. One can see that
starting from D = 16, the simulations are equivalent. The cut-off of at most seven bosons per
site becomes the main source of inaccuracy at t = 2.6.
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Figure 5.25: Analytical calculation of (7o) (red) and (71) (green) as a function of physical
time in the Bose-Hubbard model. The initial state was |0,1,0,1,...) on a system consisting
of 32 sites. The parameters for this calculation are t =1, U = 0 and p = 0.

5.4.3 Analytical solution

As mentioned, there is an analytical solution in the case of U = = 0. In
fact one can follow the same derivation as for the density operator in subsection
5.1.2 to get the predicted expectation value (lA)IlA)J One needs only to throw
away the extra —% that one gets in the calculation in subsection 5.1.2 and,
in addition, the sum does not run over all of the sites on the left, but rather
over all of the even sites, since our initial state is now |0,1,0,1,...) instead of

XS XA

N/4 N 2

(blb)(t) = Z Z Un, e’ (UT)k,2i

i=—N/4+1 |k=1

Since the DMRG fails quickly with the Bose-Hubbard model , it is sufficient to
simulate a smaller system than before. A plot is shown for N = 32 in figure
5.25. The current density is practically the same as the one for the XX-chain
in (5.42) except one uses bosonic operators instead of the fermionic ones. The
calculation remains the same though, so the end result is the same, except for
the different initial state. The result is shown in figure 5.26.

N/4

Gn)(®) =Tm [ > AL (1) An2i(t) (5.60)
i=—N/4+1

5.4.4 Results

In figure 5.27, the deviation from the analytical solution is plotted for a simu-
lation of the number operator, 7n;, at sites —10, 0, 1 and 11 and in figure 5.28,
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Figure 5.26: Analytical calculation of (jo) (red) and (j1) (green) as a function of physical time
in the Bose-Hubbard model. The initial state was |0,1,0,1,...) on a system consisting of 32
sites. The parameters for this calculation are t =1, U =0 and p = 0.

the expectation values of ng and 7; are plotted. One can see that the DMRG
fails very quickly in the Bose-Hubbard model. In the Heisenberg picture, the
deviation of simulations from the analytical solution is already greater than 0.01
at t = 0.5. Even though the simulation in the Schrodinger picture reaches only
three time units before having a deviation of 0.01, it still fares substantially
better. One can see that in the Schrodinger picture, the simulations have the
same error, independent of the bond dimension, until roughly ¢ = 2. This is
because the error coming from the limitation on the number of bosons per site is
dominant there. Also, the computation time in the Heisenberg picture is about
sixteen times of that in the Schrédinger picture, while the memory requirement
increases by a factor eight. These increases in computation time and memory
requirement are due to the extra spin index that arises in MPO multiplications
compared to applying an MPO to an MPS. Unfortunately, then, our hope that
simulating in the Heisenberg picture would lead to better results for local site
operators, seems to be unfounded. Figure 5.29 show the ‘entanglement entropy’
of the operator as defined in appendix D. A linear increase is clearly visible.
Although the entropy appears to increase slower than in the other models, keep
in mind that the compression is also more aggressive, due to the larger size of
the Trotter MPO.

Some final words need to be said about the computation time required to
perform simulations in both the Schrodinger and Heisenberg picture, since es-
pecially in simulating the Bose-Hubbard model, the difference in computation
time is at its greatest. The simulation in the Schrodinger picture until ¢ = 0.4
with d = 80 took almost two days. In comparison, the same simulation in the
Heisenberg picture too eleven days to simulate just until £ = 0.1. That’s roughly
a factor of 220 slower. Likewise in the case of d = 40, where the simulation in
the Heisenberg got until ¢ = 1 after eleven days, while the simulation in the
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Figure 5.27: Simulation of (7;) for ¢ € {—10,0,1,11} compared to the analytical results as
a function of physical time in the Bose-Hubbard model. The initial state was [0,1,0,1,...)
on a system consisting of 32 sites. The parameters for this calculation are t =1, U = 0 and
© = 0 with at most seven bosons allowed per site. The squares belong to the simulation in the
Heisenberg picture and the discs to the simulation in the Schrédinger picture. The simulation
was run for four bond dimensions, d = 40 (red), d = 60 (green), d = 80 (light blue) and
d = 100 (purple). The points for d = 100 are missing for the simulations in the Heisenberg
picture, because the memory requirements for that were larger than was available. Also, note
that there is only one point visible for d = 80 in the Heisenberg picture. This is due to the
fact that that single point already took 11 days to calculate.
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Figure 5.28: Simulation of (7o) (left) and (n1) (right) in the Bose-Hubbard model. The initial
state was |0,1,0,1,...) on a system consisting of 32 sites. The parameters for this calculation
aret =1, U = 0 and p = 0 with at most seven bosons allowed per site. The bond dimension in
both cases was d = 40. The simulation in the Schrédinger picture is displayed in red and the
simulation in the Heisenberg picture is green. The blue dotted line is the analytical solution.
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Figure 5.29: The ‘entanglement entropy’ for the ng operator in the Bose-Hubbard model on
a chain of length N = 16.

Schrédinger picture performed the same feat in just over seven hours. In that
case the Heisenberg picture is a factor of 147 slower. Combined with the de-
plorable accuracy, the Heisenberg picture seems to be woefully unqualified to
simulate the Bose-Hubbard model in.
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Chapter 6

Conclusion

Of the four studied models, only the Spin—% XX chain turned out to be more ac-
curate in the Heisenberg picture. This was solely due to the fact that the time
evolving operators, S7(t), 7;(t) and SfASJ? (t), could be described by an MPO
with a small bond dimension, d. The compression procedure therefore has little
effect in that case. The question if simulations perform better in the Heisenberg
picture depends on both the Hamiltonian and on the studied operator. This
became clear from the time evolution of the 5”1_ operator. The time evolving
version of that operator could not be described as an MPO with a small bond
dimension d. Consequently, the simulation in the Heisenberg picture showed
the same degradation as it did for the spin—% XXZ chain and the Bose-Hubbard
model. The left graph in figure 5.13 shows most strikingly why simulations
in the Heisenberg picture break down. The compression procedure causes the
operator to deviate exponentially from the truncated operator, because the sin-
gular values of the operator that are being thrown away are becoming to big.
In the case of the XXZ chain, three quarters of the singular values are thrown
away after every compression because the Trotter MPO has an bond dimension
of d = 4, and therefore multiplying it with the time evolving MPO will increase
the size of the latter by a factor four. In the case of the Bose-Hubbard model
it is even worse, since with a compressed Trotter MPO of d = 16, a fraction
of }—g of the singular values are discarded. One therefore needs a very steep
exponential decay of the singular values, but unfortunately the time evolution
causes this exponential decay to become more shallow over time, as the right
graph in figure 5.13 shows. Even though this is also the case in the Schrédinger
picture, it appears to have less effect there, possibly due to the fact that the
compression occurs twice as often, since the Trotter MPOs have to be applied to
both sides of the operator. In the end, we must conclude that using the DMRG
in the Heisenberg picture is only preferable if the operator under study can be
described as an MPO with a small bond dimension as it evolves in time. In all
other cases, the DMRG in the Schroédinger picture is preferable. Not only is it
more accurate, DRMG in the Schrodinger picture is also at least three times
faster than the DMRG in the Heisenberg picture and uses less memory in the
process.
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Appendix A

Abbreviations

A full list of abbreviations used throughout this thesis.
e DMRG: Density matrix renormalization group
e MPO: Matrix product operator
e MPS: Matrix product state

e SVD: Singular value decomposition
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Appendix B

Decompositions

Calculations with MPOs and MPSs rely heavily on the various matrix decom-
positions. Therefore, these matrix decompositions are described here in more
detail. Especially the SVD needs to be investigated, since the library used,
Lapack++ 3.5.2, had trouble calculating complex SVDs.

B.1 QR and LQ decomposition

One way to get unitary matrices out of a matrix is to use a QR decomposition or
similarly an LQ decomposition. It is preferred over an SVD, since it is generally
faster. A QR decomposition of an M x N matrix with M < N is O(N) compared
to O(MN?) for an SVD. The downside is that one does not get the singular
values. With a QR decomposition, any M x N matrix A can be decomposed
into a unitary M x M matrix ) and an upper triangular M x N matrix R.

A=QR (B.1)
More specifically for M > N:

A=[ @ Qz][ﬂ:@}z (B.2)

Where @ is an M x N matrix, Q2 is an M x (M — N) matrix and R is an N x N
matrix. The matrix Q2 therefore does not contain any useful information about
A, but is still needed to have a unitary matrix Q). And for M < N:

[ A A ]=[Q][ R Ry] (B.3)

Here A is divided in an M x M matrix A; and an M x (N — M) matrix Ay and
likewise for R. One only needs to solve the QR decomposition for A; to get Q
and R;. The remaining matrix R can then be calculated from As using the
fact that @ is unitary:

Ay =QRy; = Ry =QTA, (B.4)

One can use the QR decomposition to left-canonize MPOs/MPSs, but for right
canonization, one can use an LQ decomposition, which splits a matrix A into a
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left triangular M x N matrix L and a unitary N x N matrix (). One can obtain
the LQ decomposition from a QR decomposition by taking the QR decomposi-
tion of Af.

A= =@Rr) = RIQT = LQ. (B.5)

In the last step Rt is renamed to L, since the complex conjugate of a right
triangular matrix is a lower triangular matrix. The desired unitary matrix @ is
simply the complex conjugate of the @’ from the QR decomposition of A'.

B.2 Singular Value Decomposition

In order to perform many of the above calculations, it is crucial to have an
accurate way of calculating the SVD. In our simulations Lapack++ 2.5.3 was
used to calculate the SVDs. Unfortunately, the calculation can occasionally fail
due to the SVD not converging; most likely because Lapack++ 2.5.3 uses an
iterative method to calculate the SVD and the particular matrix it would fail
on, would just need to many iterative steps. When that happens, the simula-
tion would normally fail altogether. Fortunately, there are alternative ways to
calculate the SVD, although they are slower and more memory-intensive. Since
the SVD from Lapack++ only fails rarely, this is not a problem. There are two
alternative methods of calculating the SVD of a complex M by N matrix A.

e Eigenvalues of ATA or AAT.

Ap —Ap
A Ap
Ay is the imaginary part of A.

e Real-valued SVD of [ }, where Ap is the real part of A and

Since the real-valued SVD still relies on the Lapack++ routine, it can still fail.
The best approach is to try the real-valued SVD first and if that fails too, then
to use the A A-method.

B.2.1 Eigenvalues of ATA or AA'

One method to find the SVD is to find the eigenvalues of ATA or AAT when
M > N or M < N respectively. These eigenvalues will be the squares of the
singular values. For ATA:
Ataz, = (Usv) usvis, = vsTutusvis,
=VSTSVig =VSTSe; = Vs?é; = s20; (B.6)

i

The vectors v; are the columns of V and are also the eigenvectors of ATA. Thus
once one has the eigenvalues and eigenvectors, one can already construct S and
V. U can be obtained by

A=USVI = AV =US=U = AVS™! (B.7)

The matrix S~! contains i on the diagonal entries. For AAT, the calculation
is similar.

AAta; =vusvt (Usvh e, = usvivsTuta,
=USSTUTw; = USST¢; = Us?e; = s2i; (B.8)

69



The vectors u; are the columns of U and are also the eigenvectors of AAT.
Meaning one can again use the eigenvalues and eigenvectors to construct .S and
U. V can be obtained by

AT =VSTUT = AU =VS§T =V =AU (sT)™ (B.9)
The matrix (ST)f1 again contains the entries si on the diagonal. However, in
both (B.7) and (B.9), one has to divide by the singular values s;. Since some of
these singular values can be quite small and indeed sometimes 0, this can lead
to problems. The accuracy will decrease drastically for the columns of U or
V' respectively, where s; is very small. In that case, one must avoid using this
method to calculate the columns of U or V respectively that belong to small
singular values. Instead, one can use the Gram-Schmidt process to generate
vectors that are orthonormal to the columns that belong to the large singular
values. Since these generated vectors belong to small singular values, they will
not influence the calculated SVD much, but they do introduce an inaccuracy.
It’s therefore better to try the routine from Lapack++ first, and if that fails to
try the real-valued SVD. Only if the latter method fails too, should this routine
be used as a last resort.

B.2.2 Real-valued SVD
Since complex SVD’s are generally more difficult to calculate, another approach

is to calculate the SVD of the matrix Ar —Ar

Ar Ar
of A and Ay is the imaginary part of A. To see why this is so, consider the
definition of an SVD:

] , where Apg is the real part

Aﬁj = Sjﬂ:j (BlO)
ATE]‘ = Sjﬁj (B.ll)
Where the s; denote the singular values and ;, and ¥; are the left and right

singular vectors respectively. If we explicitly write out the real and imaginary
part for (B.10), we get the following:

Aﬁj = Sjﬂ:j (B12)
= (AR +ZA[) (17Rj +’i17[j) =S; (’ljRj +’L"J]j) (B13)
= AR’URJ. + Ajﬁjj + 4 (A]’URj + AR’UIJ.) = SjﬁRj + iSjﬁ[j (B.14)

One can then split the real and imaginary part, which gives two equations:

ARﬁR]. - A]'U]j = SjﬂRj (B 15)
AIQTRJ +AR'L7[]. = Sj'L_[Ij

These can be written in matrix form:

L o (B.16)
} -



These two equations can be combined into one:
Ar —Aj TR, | _ UR,
[ A Ag } { o | T (B.17)
And similarly with (B.11):
ATﬁj = Sj’[)}

= (A-II% — ZA-IF) (ﬂRj +’L"lj[].) =S; (17R]- +’i17]j)

= AQiip, + Ay, +i (—AJ g, + ARts,) = s;0r, + 1,01,

= { A’T‘zﬁR" T AIﬁfﬁ = s;UR,

—AjtR; + Apis, = 5,17,

[ AR Al ] { %fj ] = 5;UR,

= i
AT 4T Ry | _ . =
[ A Ag ] [ 171; } S5V,
AL AT Ug, | _ UR,
T
Arp —A; g, | _ | g,
=L e ®15)

This shows that the SVD of { iR _AAI will also give us the singular values
T R

and matrices U and V. The singular values from the original matrix A will now
appear twice in the larger matrix because of the following identity

Ap —Ar | | 0 1 Ar —A; 0 -1
[A, Ap ]_[1 0][/11 Ar |11 0 (B-19)
Inserting this in (B.17) gives us another solution with the same singular values
as (B.17):
[0 1 Arp —Aj 0 -1 TR, | _ 5. UR,
-1 0 Ar  Ag 1 0 O/ R 77
Ar —Aj v | _ . |0 -1 UR,
Tl A Ag H e, |1 0 ||
[ Ap —A; —vr, | —Uy,
- L A1 Ar ] [ ER.; - ﬁR]‘J (B.20)
This means that every singular value will appear twice with two different vectors.
Sorting the singular values appropriately, we can write the SVD of the large

matrix as follows:
Ap —A; Up —U1[S 01[Vve =V ]" (B.21)
A[ AR U; Ur 0 S Vi Vr .
Note that in (B.20) an arbitrary sign can be introduced. This means that the
second column of the ‘U’ and ‘V’ of the large matrix can have a different sign.
Normally, one would need to take care with degenerate singular values, because

the accompanying vectors may not be orthonormal. Luckily, Lapack++ takes
care of this for us and it should always provide us with unitary matrices.

—_
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Appendix C

Minimal bond dimension
for exact solution

In the case of the spin—% XX chain the time evolution of the S, operator can be
described by an MPO with a bond dimension of only d = 4 [17]. As a prelude
for the S* operator, we will show the case of the S* operator again. First, the
Jordan-Wigner transformation of (5.14) has to be performed again:
e ot 1

S:=¢lé,— - (C.1)

2
This can be written in the diagonalized operators from (5.22) and we can drop
the % for simplicity:

N

ehen = di (UT), D Upde (C.2)
=1

k=1

We can insert the time evolution from (5.27) and convert back to the previous
fermionic operators:

N N/2 N N/2
= Z Z éjUi,kBZEkt (UT)km Z Z Umeefzéet (UT)EJ éj (CS)
k=1i=—N/2+1 =1 j=—N/2+1

Finally, we can reverse the Jordan-Wigner transformation to arrive at an op-
erator we can write in MPO form. To shorten the notation, we can write
U rest (UY), = (e'T"), , where T is the Hermitian matrix from (5.20):

N/2 N/2
— Z Sj(fl)@ (em)m Z (e—th)n)j (,1)%5; (C.4)
i=—N/2+1 j=—N/2+1

This is essentially a product of two MPOs, which can be seen by looking at the
first part and plugging in the definition of ¢; from the Jordan-Wigner transfor-
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mation:

N/2
P L L P (C5)
i=—N/2+1
N/2 i—1

= [T (psets S (™), (C.6)

i=—N/2+1 \m=—N/2+1

This complicated looking expression is actually only an MPO with a bond di-
mension of d = 2:

pl-N/2+1]) _ [ S+ (—1)5+ ] (C.7)
Bl — [ 4 (_1)%% ] (C.8)

BIN/2l — [ g1+ } (C.9)

The same is true for the second part of (C.4), which can also be written as an
MPO with a bond dimension of d = 2. Multiplying both MPOs gives an MPO
with a bond dimension of d = 4.

Now that it is clear how it works for the S operator, let us look at the S+
operator. We again apply the Jordan-Wigner transformation:

Sf=éh(-nt=c [ (~1hen (C.10)
m=—N/2+1

and again plug in the diagonal operators with their time evolution:
N
= L) (UT), et
=1

n

N gt T) ety id;(0)e et
H (_1)Ei=1 di(o)(U )i,m EJ=1 Unm, ;3 (0) ’ (C.ll)

m=—N/2+1

Reverting back to the fermionic operators again and undoing the Jordan-Wigner
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transformation, we have,

N N/2
- Z Z & Uy eert (UT)k,n x
k=1¢=—N/2+1

n

[T (DTS (), e

m=—N/2+1
N N/2 R et
.>< Zj=1 ZS:,N“H Umchs<UT)j’se ic;
N/2
= &+ (_1\be (,iTt
= > ST, x
{=—N/2+1

n

H (_1)25:]:/2,1\//%1 SF(—-1)r (eiTt)r,m ZiV:/iN/erl(e—iTt)m,S(_l)(bs 4

m=—N/2+1

)

(C.12)

where the black square only indicates that the exponent continues from the
previous line. The first part of this expression can again be written as an MPO
with a bond dimension of d = 2, but the product of the (—1)’s can not easily
be written as an MPO, especially since nothing in the exponent commutes. This
is why the St operator of section 5.3 does not reach an exact solution in the
Heisenberg picture, as the 5= operator did in section 5.1, even though both use
the time evolution of the Spin—% XX chain.
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Appendix D

‘Entanglement entropy’ for
MPOs

It is well known that one can use the Von Neumann entropy to measure the
level of entanglement in states. Such a thing makes no sense for operators of
course, but one could use the same method to calculate such a quantity from
MPOs in exactly the same way one would for MPSs. To make this clear, we
shall briefly show how one can obtain the entanglement entropy from an MPS.

We start with a system of N sites and divide this into two parts. For the
sake of convenience, we will just split it right through the middle. This means
we will focus on the entanglement that the left part, A, of the system has with
the right part, B. One can then write the state of the system as a Schmidt
decomposition:

v) = ZAZ-|¢¢>A|¢¢>B (D.1)

The states [¢;)4 and |¢;)p are the basis states of the systems A and B re-
spectively. The real number \; is known as the Schmidt coefficient. The Von
Neumann entropy for a reduced density matrix, p4 is defined as:

S(pa) =—=Tra(palnpa) (D.2)
We therefore need to rewrite the state |¥) in the density matrix formalism:
p= |\Ij \I]| Z)‘ ‘wz A|¢l Z)‘ '(/JJ|A ¢j|B (DS)

The reduced density matrix, p4, is obtained by tracing out system B:

pa="Trg (p)
—Z ¢>m|BZA i) aléi) s ZA (514 (051 Bl6m) 5

- Zz)‘ |wz Aémzz)\ wj|A5Jm

m
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Plugging this into (D.2) gives us a formula for the entropy:
==> ALIln(A2) (D.5)

To actually calculate this quantity, we need to know what the Schmidt coeffi-
cients are. This is especially easy in the case of an MPS, since the form is already
very similar to the Schmidt decomposition. Recall from (3.2) the definition of

an MPS:
)=p) Z AT AT AT AT L) (D.6)
o ai,..

We need to split this into two parts, which can be accomplished by performing
a suitable SVD:

O'N/2 1 ON/2 ON/241
=P E E GN/2 17(1N/2AGN/27GN/2+1AGN/2+1711N/2+2 T |0>
o ay,..
ON/2-1 ON/2+41
=D E E AaN/z 1,aN/2 (gN/z,aN/z),aN/HlAﬂN/2+17aN/z+z o)
o ai,.

UN/z 1
=p Z Z Z aN/2 1’aN/2U(UN/23aN/2)75N/2SSN/Q’SN/Z x

SN/2 O Qi,..
T ON/241
(V )SN/21G'N/2+1AaN/2+17aN/2+2 ce

UN/z 1 ON/2
=D § E § aN/2 17aN/2UaN/2’5N/2SSN/275N/2 x

SN/2 O Qi,..

vh

o)

AN o) (D.7)

SN/2,AN/241% AN /241,AN /242

This is exactly the form of (D.1), when we make the following observations:

1= 5N/2 (DS)
Ai = SSN/Q,SN/Q (Dg)

|wl>A =D Z Z ~--Agxfij,awpUs;V//;i‘Ul "~JN/2> (D]-O)

O01,--,0N/2 Q1,.--,AN /2

|¢Z>B = Z Z (VT)Z',U«N/2+1 X

ON/2+415+0N ON/2415--;AN—1
Agg;;i;al\,/2+2 ‘O-N/2+1UN> (Dll)
One can see that the Schmidt coefficients are the same as the singular values.
Better yet, these singular values are already calculated during the compression
algorithm in section 3.7.

There is nothing stopping us from doing the same thing for an MPO. The
only difference is that the calculated quantity does not have a physical meaning,
as it did for an MPS. Nevertheless, it behaves in the same way and, as such,
gives us more insight into the behaviour of simulations in the Heisenberg picture.
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We obtain the singular values in the same way as we did in (D.7):

) = g Z Z BUN/2—1’U;V/271B”N/2’”§V/2 BUN/2+1"’3V/2+1 o) (o]

bn/2—1,bn/2 bn/2:bn/24177 bnj241:bN /242
o',g', by,...
YD ID SRR .
T TbNy2-150Ny2 (UN/27U;\]/27bN/2):bN/2+1
o,0’ b1,...

!’
ON/2+1:0N/241
bN/2+1abN/2+2

!’
o ON/2-1:ON/2-1
*qggg-'-Bb,b U Y X
N/2—-1:9N/2 ON/2:TN/2:0N/2 )sSN/2
SN/2 o0’ b1,

S,

SN/2:SN/2

o) (d]

’
oNy ey
(VT>SN/2J7N/2+1Bb]i;v/;:ll,b]\,]\;/zi;l ce |0><UI|

’ !
_ ON/2-1ON/2-1779N/2:0N/2
=49 Z Z Z T BbN/2—lvbN/2 UbN/QvSN/Z SSN/%SN/? x
SN/2 o0’ b1,

(V ) UN/2+1"7;\7/2+1
$N/2:0N/241 P b o g1, bnyage T

|o)(c| (D.12)

The singular values, S, sy,,, can be used as the A, in (D.2), providing us
with a sort of ‘entanglement entropy’ for MPOs.

A few more words need to be said about the maximum entropy, since this is
dependent on the number of singular values, d, and therefore influenced by the
compression algorithm. To calculate the maximum entropy, we can simply take
the derivative with respect to every variable with the constraint that they add
up to 1 (in the case of canonized MPOs). If we set x,,, = A2, in (D.5) for ease
of calculation, we need to minimize

d
S=- Z | (D.13)
m=1

Since we have the constraint Zi:l Tm = 1, we can substitute xy = 1 —
an;ll Zm, in the above equation.

d—1 d—1 d—1
S:fomlnxmf <1me> In <1me> (D.14)
m=1 m=1 m=1
Taking the derivative with respect to an x; yields:

. e L= 30
aiiS:—lnmi—Z+ln<1—n;xm>+ ElZdlﬂﬁ g

m=1 Tm

d—1
=—Inz;+1n (1 - Z xm> (D.15)

m=1
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Setting this to zero gives d — 1 equations, which are all the same:

d—1
—Inz; +1n (1— me> =0 =

m=1
d—1
Ti=1- Z Ty =
m=1
d—1
20, =1— Z Tom, (D.16)
m=1
m#i

Since all of these equations are the same, and it is a system of d—1 equations with
d — 1 variables, this means that every x; is necessarily the same, i.e. x = x; Vi.
Plugging this in the equation above gives

1
2=1-(d-2)x = dz=1 = T=o (D.17)

By using the constraint, one can see that also x4 is equal to é. Plugging this

result back into the formula for the entropy, (D.13), one ends up with the
maximum possible entropy:

d
S=- Z T Iy, (D.18)
m=1
d
1 1
=— —In-— D.1
mZ:l Sy (D-19)
=Ind (D.20)

Since d is the maximum allowed bond dimension, one can see that the compres-
sion algorithm, which always truncates the matrices in an MPO to at most d
singular values, will create an upper limit of the ‘entanglement entropy’ for an
MPO to Ind.
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