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Problem 1.1 Mazwell distribution
The probability density for a particle in a fluid to have a velocity v = (vg, vy, v;) is

2

p(v) = Nexp vt

where M, kp, T are some positive constants. Evaluate the missing normalization factor . Find the average (v) of
the velocity v = |v| and the average kinetic energy (E) = M (v?)/2. Compare the kinetic energy of a particle that
moves with the mean velocity to the mean kinetic energy.

Problem 1.2
¢ is a random phase angle distributed uniformly over the range 0 to 27 and

T =Ccos¢, y = sin ¢

Calculate the probability distribution of x and y and the joint probability distribution of x and y. Evaluate the
covariance ((x — (z))(y — (y))). Are the variables x and y statistically independent?

Problem 1.3 Noninteracting spins
A system with m spins without any external field or interaction between the spins has equal probability for a single
pin to be up or down.

S
(a) Write down the probability for having n spins up and m — n down.
(b) Show > jw(m,n) = 1.
(¢) Calculate the mean (n) and the variance (An?)Y/2 of n.
(d) The dimensionless magnitization is defined by M = 2n — m. Calculate its mean and variance.
(e) Calculate the distribution w(m,n) for small deviations = from the mean value (n) and large m, i.e. |z| < (n).
Problem 1.4 Characteristic Functions

For a probability density p(z) the corresponding characterstic function is defined as

C(€) = (¢f67) = / ¢S () dir

Demonstrate the following properties:
) C(0) = 1.
)) IC()] < C(0).
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Problem 1.5 Moment generating function and cumulants
For some probability densities p(x) the moment generating function

MO = () = [ pla)do

is well-defined for real . Expand M(€) in powers of &, M(§) = Y o2, v:£"/r! and relate the numbers v, to the

moments of p(x). Another useful function is K(§) = In M (£) known as the cumulant generating function. The power

expansion with respect to € reads K(§) =Y 72| k,&"/r! with coefficents k, referred to as cumulants.

(a) Relate the first five cumulants 1, .., 5 to the numbers vy, .., vs.
(b) Evaluate M (&), the first three moments and cumulants for

(i) the Bernouilli distribution
N n N-—n
=\, p"(1-p) ) 0<n<N,0<p<I.

(ii) the Poisson distribution

(iii) the Bose-FEinstein distribution

(iv) the Gaussian distribution

Problem 1.6 Master equation
The dynamics of some system of N states satisfies the master equation

d N
%wl(t) = }; Hikwk(t) .

Here w;(t),i = 1,.., N denote the probabilities to find the state ¢ at time ¢. The transition matrix IT; reads
Wik, = p — ulNdiy >0

(a) Demonstrate the conservation of probability, i.e. Zfil w;(t) = 1 for all times, provided
that S0 wi(t = 0) = 1.
(b) Show the existence of an equilibrium distribution, i.e. a stationary distribution.
(c) Verify the formal solution w(t) = exp(IIt)w(¢ = 0) in obvious vector notation.
(d) Find all eigenvalues and eigenvectors of I and calculate the complete solution of the master equation.

Problem 1.7 Umbrella problem

On a rainy April day a group of n students all equipped with umbrellas walk at noon to the TU Mensa. They
leave their umbrellas in the hall during lunch. Returning in a hurry everybody picks randomly one of the previously
deposited umbrellas. Calculate the probability that nobody returns with his/her own umbrella. If you cannot find a
general formula evaluate the probabilities up to n = 8. What do you anticipate for large groups?



